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We consider an allocation problem of multiple types of objects to agents, where each type
of object has multiple copies (e.g., multiple seats in a school), each agent is endowed
with an object, and some distributional constraints are imposed on the allocation (e.g.,
minimum/maximum quotas). We develop two mechanisms that are strategyproof, feasible
(they always satisfy distributional constraints), and individually rational, assuming the
distributional constraints are represented by an M-convex set. One mechanism, based
on Top Trading Cycles, is Pareto efficient; the other, which belongs to the mechanism
class specified by Kojima et al. [1], satisfies a relaxed fairness requirement. The class
of distributional constraints we consider contains many situations raised from realistic
matching problems, including individual minimum/maximum quotas, regional maximum
quotas, type-specific quotas, and distance constraints. Finally, we experimentally evaluate
the performance of these mechanisms by a computer simulation.

© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the
CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The objective of this paper is to develop mechanisms for allocating indivisible objects to agents without monetary trans-
fers, where each individual agent has a prior claim to some object, each type of an object has multiple copies, and some 
distributional constraints are imposed on the allocation. Our motivation is to apply these mechanisms to controlled school 
choice programs for public schools, i.e., deciding the allocation of students to schools (where each school has multiple iden-
tical seats) when schools offer students the opportunity to attend their preferred public school other than the one closest 
to where they live, under distributional constraints (e.g., the capacity limits of schools).

Our mechanisms are general enough to be applied to any reallocation problem of indivisible objects with multiple sup-
plies. For example, in many Japanese universities, undergraduate engineering students must be assigned to a laboratory to 

✩ This paper is based on our conference paper [2]. The following are the main differences: an extended study of TTC-M’s axiomatic properties (non-
bossiness, group strategyproofness, weak core, and the characterization of TTC-M based on weak consistency), the introduction of a fair mechanism (DA-R),
and an experimental comparison of the proposed mechanisms.
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conduct projects. However, some students fail to choose the laboratory of greatest interest due to limited familiarity with 
them. A possible remedy is to apply the following three-step procedure: (i) students are assigned to laboratories using some 
mechanism, (ii) they experience a certain trial period, and (iii) each student has a chance to apply to another laboratory if 
she changes her mind or her current laboratory fails to meet her expectations. Our new mechanisms can be used in step 
(iii). Naturally, no student should be mandatorily reallocated to a laboratory that is worse than her current assignment.

Following a seminal work by Abdulkadiroğlu and Sönmez [3], which formalized a school choice problem in the context 
of the mechanism design approach, a wide range of theoretical analysis has been conducted on the existing mechanisms 
used in practice.1 As the theory has been developed and applied to diverse types of environments, mechanism designers 
have faced a variety of forms of distributional constraints unaddressed by the standard model. For example, Biró et al. [5]
was motivated by the Hungarian education system where higher education institutions can declare minimum quotas for 
study areas that must be satisfied to open courses. Another example is the regional maximum quotas introduced by the 
Japanese government to control the geographical distribution of medical residents to the country’s hospitals [6].

It is well-known that in the presence of distributional constraints, a stable matching may not exist. A matching’s stability 
was first defined for two-sided, one-to-one matching problems [7]. In the setting of a school choice problem, stability is de-
fined as the combination of individual rationality (IR), fairness, and nonwastefulness (NW) [8]. IR is a basic requirement that 
guarantees that a student2 can obtain a seat in a school that is at least as good as her initial endowment. Fairness ensures 
that when student s is not accepted by school c (which she believes to be better than her assigned school), then s is ranked 
lower than any student accepted by c based on c’s preference. NW is an efficiency notion that rules out incidents where 
a student can move unilaterally to her more preferred school without violating the underlying distributional constraints. 
Given the incompatibility of stability under distributional constraints, mechanism designers encounter a trade-off between 
fairness and efficiency. In recent literature on distributional constraints [9–16], a common approach is to weaken stability 
while maintaining a balance between efficiency and fairness to some extent.

In this paper, we examine whether efficiency/fairness is achievable under distributional constraints while guaranteeing 
IR. More specifically, for efficiency, we study Pareto Efficiency (PE), a stronger welfare notion than NW, which eliminates 
incidents where students’ welfare can be improved without detracting from the welfare of others while satisfying distribu-
tional constraints. For fairness, we study a slightly relaxed requirement such that it is compatible with IR called fairness 
among Non-Initial Endowment students (NIE-fairness) and examine how it is achieved without sacrificing excessive effi-
ciency. It has generally remained an open question whether a Pareto Efficient (PE) mechanism (i.e., a mechanism that is 
guaranteed to obtain a PE matching) can satisfy some fairness property under distributional constraints [6]. Kamada and 
Kojima [6], one of the few studies investigating efficiency under distributional constraints, argued that PE is achievable un-
der regional maximum quotas. Another study by Hamada et al. [17] develops a PE mechanism and an NIE-fair mechanism 
when minimum (and standard maximum) quotas are imposed on each school. As described below, the class of distributional 
constraints studied in this work is a strict generalization of these classes.

We restrict our attention to strategyproof (SP) mechanisms, in which no student has an incentive to misreport her 
preference over schools. In theory, we can restrict our attention to SP mechanisms without loss of generality due to the 
well-known revelation principle [18]: if a certain property is achieved by a mechanism (more specifically, that property is 
satisfied in a dominant strategy equilibrium when using the mechanism), it can be achieved by an SP mechanism. An SP 
mechanism is also useful in practice since a student does not need to speculate about the actions of other students to obtain 
a good outcome; she only needs to truthfully report her preference.

In this paper, we consider a class of distributional constraints that can be represented by an M-convex set (M stands 
for Matroid), a concept introduced in the field of discrete mathematics, which is a discrete counterpart of the frame-
work of convex analysis [19,20]. We show that the M-convexity of the underlying distributional constraints is sufficient 
to guarantee the existence of mechanisms that satisfy desirable properties. The class of distributional constraints that can 
be represented by an M-convex set contains many situations raised from realistic matching problems, including individual 
minimum/maximum quotas (Fragiadakis et al. [9], Hamada et al. [17]), regional maximum quotas (Goto et al. [11], Kamada 
and Kojima [6]), type-specific maximum quotas (Abdulkadiroğlu [21], Fragiadakis and Troyan [10]), and distance constraints 
(Kojima et al. [1]).

We require an additional assumption: if every student is assigned to her initial endowment school, the underlying dis-
tributional constraints are satisfied. This is an innocent requirement in the context of school choice since every student 
would attend her local school if there is no school choice program; assuming this default allocation satisfies distributional 
constraints is reasonable.

Our mechanism achieving PE is based on the Top Trading Cycles (TTC) mechanism [22] developed by David Gale. TTC 
improves students’ welfare by trading their initial endowments. Our mechanism achieving NIE-fairness belongs to a mecha-
nism class specified by Kojima et al. [1], which is a generalization of the Deferred Acceptance (DA) mechanism [7]. Both are 
tailored to handle IR and distributional constraints.

1 For example, see Sönmez and Ünver [4] for a survey on the theoretical analysis of existing school choice mechanisms.
2 For presentation clarity, even though the rest of our paper is described in the context of a school-student allocation problem, the obtained results in 

this paper are applicable to allocation problems in general.
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Introducing a controlled school choice program can provoke controversy. People might worry that some schools are too 
unpopular and fail to operate because the number of students is too small. By utilizing our mechanisms, we can guarantee 
that nobody is worse off due to the introduction of the school choice program, i.e., each student is guaranteed an assignment 
to a weakly better school compared to her default school that she must attend without the school choice program, and the 
distributional constraints ensure that each school is assigned a sufficient number of students.

This paper is organized as follows. In the rest of this section, we examine related literature. In Section 2, we introduce a 
general model of an allocation problem with initial endowments and distributional constraints, and define desirable prop-
erties. In Section 3, we describe the notion of an M-convex set to specify the domain of the distributional constraints on 
which we focus as well as an impossibility result related to PE for the general model. Section 4 details some properties of 
an M-convex set that are used in the proof of our main theorems. In Section 5, we introduce our first main mechanism, 
called TTC under M-convex constraints (TTC-M), and show that it satisfies PE as well as several other desirable properties 
in our setting. Furthermore, we show that by restricting the flexibility of TTC-M, it degenerates into an existing mechanism 
called TTC among Representatives (TTC-R) [17]. In Section 6, we introduce our DA-based mechanisms, the first of which is 
a simple DA-based mechanism called Artificial Cap DA (ACDA), followed by our second main DA mechanism, DA based on 
ranks (DA-R), and show their properties. Finally we experimentally compare the mechanisms by a computer simulation in 
Section 7 and conclude in Section 8.

1.1. Related literature

Our paper is located at the intersection of discrete mathematics and economics. The insight from the former, and discrete 
convex analysis in particular, has been used in a broad range of applications on discrete optimization, including scheduling, 
facility location, and the structural analysis of engineering systems [23–25]. Recently, discrete convex analysis has been 
recognized as a powerful tool for analyzing economic or game theoretic applications, including exchange economies with 
indivisible objects [26–29], systems analysis [27], inventory management [30,31], and auctions [32] (see Murota [33] for an 
extensive survey on recent developments). As suggested by this long, albeit partial list of success stories suggests, techniques 
from this literature can be applied to a variety of economic problems. In this paper, we add allocation problems (including 
school choice problems) to this list.

This paper is not the first to apply discrete convex analysis to allocation problems. Fujishige and Tamura [34,35] and 
Murota and Yokoi [36] applied it to study two-sided matching problems. Both works dealt with many-to-many matching 
problems, in which a doctor/employee can work at multiple hospitals/firms. Fujishige and Tamura [34,35] addressed side 
payments as well.3 Kojima et al. [1] applied the concept to two-sided matching problems with distributional constraints and 
showed that if the preferences of schools can be represented as an M-concave function,4 the generalized deferred acceptance 
mechanism [38] achieves a desirable outcome. Our mechanism achieving (relaxed) fairness is based on their idea although 
it is tailored to satisfy IR.

Shapley and Scarf [22] first introduced TTC. They investigated a housing market problem, where objects are initially 
owned by agents who have strict preferences over them, and there are no copies of an object in the market. TTC was 
further generalized to the Hierarchical Exchange mechanism [39] and the Trading Cycles mechanism5 [41]. TTC has been 
applied to a school choice problem [42], as well as the problem assigning teachers to schools [43,44]. TTC has been attracting 
attention from AI researchers [45–47].

Abdulkadiroğlu and Sönmez [48] and Guillen and Kesten [49] investigated a housing market problem with existing 
tenants, where some agents may not initially own a house, and some houses are not initially owned by agents.6 The 
differences between their setting and ours are that we consider multiple copies of an object and impose distributional 
constraints. Hamada et al. [17] considered individual minimum and maximum quotas where multiple copies of an object 
exist and agents have their initial endowments, although some objects are not initially owned by any agent. Our work is a 
strict extension of theirs.

When TTC is applied to a housing market problem, agents sequentially form trading cycles to exchange their initial 
endowments. In the allocation problem, we consider that some school seats may be vacant, i.e., not initially owned by any 
students, and distributional constraints are imposed on the final allocation. The main challenge in this setting is how to 
utilize such vacant seats to improve students’ welfare without violating distributional constraints. For example, we assume 
the following complex distributional constraints are imposed: schools are partitioned into regions, and the total number of 
students allocated within a region must not exceed its maximum quota (called regional maximum quotas in the following 
contents). Even if a school has a vacant seat, allocating a student to the school may violate the maximum quota of the region 
to which the school belongs. By utilizing a common priority order over students, our TTC-based mechanism, Top Trading 

3 See also an earlier contribution [37] that applied matroid theory to matching. This analysis is a special case of a more recent contribution by Fujishige 
and Tamura [35].

4 More precisely, they used a concept called M�-convexity, essentially an equivalent variant of M-convexity.
5 Pycia and Ünver [40] extended the Trading Cycles mechanism such that each object has multiple copies. Our work is different from theirs because they 

only considered standard maximum quotas; we deal with more general distributional constraints that can be represented as an M-convex set.
6 We can easily modify our model to describe a situation where some students do not initially own a school seat; we can assume such a student initially 

owns a seat in null school c∅ , and for each student s, ω(s) �s c∅ holds where ω(s) �= c∅ .
3
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Table 1
Properties of strategyproof allocation mechanisms.

NIE-Fairness PE NW NW-R GSP w-core

TTC-M no (by NW) yes (Th. 4) yes yes yes (Th. 6) yes (Th. 7)
TTC-R no (Ex. 5) no no no (Ex. 4) yes (Th. 9) yes (Th. 9)
DA-R yes (Th. 13) no no (by NIE-fairness) yes (Th. 14) no (Ex. 8) no (Ex. 8)
ACDA yes (Th. 12) no no no (Th. 12) no (Ex. 8) no (Ex. 8)

Cycles for M-convex constraints (TTC-M), can efficiently use vacant seats without violating the underlying distributional 
constraints. To the best of our knowledge, no mechanism with these desirable properties has ever been identified in this 
setting.

We conclude this section by comparing the properties of the SP mechanisms that respect IR. Table 1 summarizes the 
comparison. Here NW-R stands for nonwastefulness based on ranks (Definition 8), GSP stands for group strategyproofness 
(Definition 9), and w-core denotes whether the mechanism’s outcome is in the weak core (Definition 10).

2. Model

In this section, we introduce our model and several desirable properties. A market is a tuple (S, C, ω, �S , �C , F ), where

• S = {s1, . . . , sn} is a finite set of n students,
• C = {c1, . . . , cm} is a finite set of m schools,
• ω : S → C is an initial endowment function; ω(s) = c denotes the initial endowment school of s,
• �S= (�s)s∈S is a profile of strict student preferences over C ,
• �C = (�c)c∈C is a profile of strict school preferences over S , and
• F ⊆ Zm≥0 (i.e., each element is a non-negative integer) is a set of school-feasible vectors. We assume distributional 

constraints are extensionally represented by F , and for all ν ∈ F , 
∑m

i=1 νi = n holds.

We follow the framework of matching with contracts [38]. Given a market, M = {(s, c) | s ∈ S, c ∈ C} is a finite set of 
contracts. A contract (s, c) means student s is matched to school c. For a subset of contracts μ ⊆ M, let μs = {(s, c) ∈ μ |
c ∈ C} denote all the contracts in μ related to s and let μc = {(s, c) ∈ μ | s ∈ S} denote all the contracts in μ related to c. A 
set of contracts μ is a matching, if |μs| = 1 holds for all s ∈ S , and (s, c) ∈ μc holds if and only if μs = {(s, c)} for all s ∈ S
and c ∈ C . For matching μ, let μ(s) denote the school to which s is matched, i.e., μ(s) = c holds if μs = {(s, c)}, and let 
μ(c) denote the set of students matched to c, i.e., μ(c) = {s ∈ S | (s, c) ∈ μc}. For any pair of matchings μ and μ′ , we write 
μ �s μ′ if μ(s) �s μ′(s). Additionally, we denote by c �s c′ if either c �s c′ or c = c′ .

Let μ̃ ⊆M denote the initial endowment matching, i.e., for all s ∈ S , μ̃(s) = ω(s). Then we say matching μ is individually 
rational (IR) if μ(s) �s ω(s) holds for all s ∈ S . In other words, IR requires that each student is matched to a school that is 
at least as good as her initial endowment school. Additionally, for any student s, any school, which is ranked weakly higher 
than ω(s), is acceptable to s.

For μ, let ν(μ) denote the m-dimensional distribution vector of μ, where its i-th element νi(μ) is |μ(ci)|. We sometimes 
write νci (μ) instead of νi(μ). Matching μ is school-feasible if ν(μ) ∈ F . Note that μ is school-feasible only if 

∑m
i=1 νi(μ) = n, 

i.e., each student must be matched to a school. Moreover, we assume that μ̃ is school-feasible.
For s ∈ S , let (�s, �−s) denote the preference profile of all the students, where the preference of student s is �s and 

the profile of the preferences of the other students is �−s= (�s′ )s′∈S\{s} . Furthermore, for any set of students S ′ ⊆ S , let 
(�S ′ , �−S ′ ) denote the preference profile of all the students, where �S ′ is the profile of the preferences of the students in 
S ′ and �−S ′ is the profile of the preferences of the remaining students.

A mechanism ϕ is a function that takes a profile of student preferences �S as input and returns a matching ϕ(�S ). Let 
ϕs(�S ) denote the school to which s is matched, and let ϕc(�S ) denote the set of students matched to c. For any property 
defined on a matching (e.g., feasibility, which is defined later in this section), we say a mechanism satisfies the property 
(e.g., the mechanism is feasible) if it always returns a matching that satisfies the property (e.g., feasibility).

For brevity, we write [k] = {1, . . . , k} for any k ∈Z>0 (i.e., positive integer). With the above notations, we next introduce 
the following desirable properties.

Definition 1 (Feasibility). Matching μ is feasible if it is IR and school-feasible.

Next, we introduce strategyproofness (SP), which intuitively requires that a student cannot be assigned to a strictly 
preferred school by misreporting her preference.

Definition 2 (Strategyproofness (SP)). Mechanism ϕ is strategyproof (SP) if for all s, �s , �′
s , and �−s , ϕs(�s, �−s) �s ϕs(�′

s,�−s) holds.
4
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Note that the definition of SP considers only the misreport of a student; we assume schools do not act strategically.
Pareto Efficiency (PE) is a natural requirement on efficiency (students’ welfare), which requires that we cannot improve 

the assignment of any student without hurting other students.

Definition 3 (Pareto Efficiency (PE)). Matching μ Pareto dominates matching μ′ if ∀s ∈ S , μs �s μ′
s holds, and ∃s ∈ S , μs �s μ′

s
holds. School-feasible matching μ is Pareto efficient (PE) if no other school-feasible matching Pareto dominates it.7

Nonwastefulness is another requirement of efficiency, which guarantees that no school seat is wasted if a student requires 
it.

Definition 4 (Nonwastefulness (NW)). Given matching μ, any student s, such that (s, c) ∈ μ, claims an empty seat in c′ if 
(s, c′) ∈ M \ μ, c′ �s c, and (μ \ {(s, c)}) ∪ {(s, c′)} is school-feasible. Matching μ is nonwasteful (NW) if no student claims 
an empty seat in μ.

In other words, student s can claim an empty seat in school c′ if she prefers c′ over her currently matched school c and 
unilaterally moving her from c to c′ does not violate the distributional constraints.

Note that PE implies NW, i.e., NW is a weaker requirement in terms of efficiency than PE.
Next we introduce a property called fairness, which is defined through the notion of justified envy.

Definition 5 (Fairness). In matching μ, where (s, c) ∈ μ, student s has justified envy toward another student s′ if ∃c′ ∈ C , 
such that (s, c′) ∈M \ μ, c′ �s c, (s′, c′) ∈ μ, and s �c′ s′ hold. Matching μ is fair if no student has justified envy in μ.

In other words, s has justified envy toward another student s′ , if (1) s prefers c′ over her currently matched school, but 
(2) s′ is assigned to school c′ , even though c′ prefers s over s′ .

Fairness and IR are incompatible in general. Consider a market, in which S = {s1, s2}, C = {c1, c2}, ω(s1) = c1, ω(s2) = c2, 
and F = {(1, 1)}. Both students prefer c1 over c2, and both schools prefer s2 over s1. Since a fair matching must assign s2
to c1, s1 must be assigned to c2. However, this violates IR.

Thus, we introduce a weaker version of fairness, called fairness among non-initial endowment students. Intuitively, any 
justified envy toward student s, who is assigned to school c, is not deemed legitimate if s is an initial endowment student 
of c.

Definition 6 (Fairness among Non-Initial Endowment students (NIE-fairness)). In matching μ, where (s, c) ∈ μ, student s has 
justified envy respecting initial endowments (RIE-envy) toward another student s′ if ∃c′ ∈ C , such that (s, c′) ∈ M \ μ, 
c′ �s c, (s′, c′) ∈ μ, (s′, c′) /∈ μ̃, and s �c′ s′ hold. Matching μ is fair among non-initial endowment students if no student 
has justified RIE-envy in μ.

Unfortunately, NIE-fairness and NW are generally incompatible: a case exists where no feasible matching simultaneously 
satisfies both properties. This impossibility result is shown by the following example.

Example 1. Consider the following market:

• S = {s1, s2}
• C = {c1, c2, c3}
• ω(s1) = ω(s2) = c1

• The following are the preferences of the students/schools:

s1 : c2 �s1 c3 �s1 c1
s2 : c3 �s2 c2 �s2 c1

c1 : s1 �c1 s2
c2 : s2 �c2 s1
c3 : s1 �c3 s2

• The set of feasible vectors F is given as follows:

F =
⎧⎨⎩ν ∈Z3≥0

∣∣∣∣∣∣
∑

i∈[3] νi = 2,

1 ≤ ν1 ≤ 2,

0 ≤ ν2, ν3 ≤ 1.

⎫⎬⎭
7 Sometimes this property is referred to as constrained Pareto efficiency since the set of matchings is restricted to the set of school-feasible matchings.
5
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Set F represents a situation where the minimum quota of c1 is one, i.e., at least one student must be assigned to c1 (while 
the other schools do not have any minimum quota). To satisfy this minimum quota, c2 and c3 can accept at most one 
student in total.

By the student preference profile, even though c1 is the least popular school for both s1 and s2, at least one student 
must be assigned to it since 1 ≤ ν1 ≤ 2. Assume s1 is assigned to c1. Then s2 must be assigned to her favorite school c3, 
or otherwise s2 claims an empty seat in c3. However, s1 then has justified RIE-envy toward s2 since s1 �c3 s2. Similarly, 
assume that s2 is assigned to c1. Then s1 must be assigned to her favorite school c2, otherwise s1 claims an empty seat in 
c2. However, s2 then has justified RIE-envy toward s1 since s2 �c2 s1.

Since NIE-fairness and NW are incompatible in general, we introduce a weaker version of NW called nonwastefulness 
based on ranks (NW-R). To define NW-R, we introduce a concept called the rank of a student for each school.

Definition 7 (Rank). For any contract (s, c) ∈ M, rank((s, c)) is defined as follows:

rank((s, c)) =
{

0 if ω(s) = c,

|{s′ ∈ S | ω(s′) �= c, s′ �c s}| + 1 otherwise.

In other words, rank((s, c)) denotes the ranking of student s by school c based on �c , except for c’s initial endowment 
students. If ω(s) = c, then rank((s, c)) = 0. If student s is ranked highest by c among all the students in {s ∈ S | ω(s) �= c}, 
rank((s, c)) = 1, and if s is ranked second, rank((s, c)) = 2, and so on.

Then NW-R is defined as follows.

Definition 8 (Nonwastefulness based on ranks (NW-R)). Given matching μ, assume that contract (s, c) ∈ μ. Student s claims an 
empty seat in c′ based on ranks if all of the following conditions hold:
(i) (s, c′) ∈M \ μ,
(ii) c′ �s c,
(iii) (μ \ {(s, c)}) ∪ {(s, c′)} is school-feasible, and
(iv) rank((s, c′)) < rank((s, c)).
Matching μ is nonwasteful based on ranks if no student claims an empty seat based on ranks.

Here conditions (i) – (iii) are equivalent to the conditions that a student claims an empty seat in Definition 4. Then 
intuitively, a student can claim an empty seat in a more preferred school c′ based on ranks, only when she is ranked higher 
in c′ than in her current allocated school c, i.e., she is more valuable/preferred by c′ than c. If a mechanism is NW, it is 
obviously also NW-R.

Next we introduce group strategyproofness (GSP), which is a stronger property than SP.

Definition 9 (Group strategyproofness (GSP)). Mechanism ϕ is group strategyproof (GSP) if for all �S , no group of students 
S ′ ⊆ S and �′

S ′ exist such that ∀s ∈ S ′ , ϕs((�′
S ′ , �−S ′ )) �s ϕs(�S ) holds, and ∃s ∈ S ′ , ϕs((�′

S ′ , �−S ′ )) �s ϕs(�S ) holds.

In other words, this property requires that no group of students can misreport their preferences to achieve that some 
group member is assigned to a strictly better school without worsening another member’s allocation.

Next we introduce another property called core.

Definition 10 (Core). School-feasible matching μ is in the strong core if no school-feasible matching μ′ and group of students 
S ′ ⊆ S exist such that (i) for any c ∈ C , |{(s, c) ∈ μ′ | s ∈ S ′}| = |{(s, c) ∈ μ̃ | s ∈ S ′}| and (ii) ∀s ∈ S ′ , μ′(s) �s μ(s), and ∃s ∈ S ′ , 
μ′(s) �s μ(s). School-feasible matching μ is in the weak core if no school-feasible matching μ′ and group of students S ′ ⊆ S
exist such that (i’) for any c ∈ C , |{(s, c) ∈ μ′ | s ∈ S ′}| = |{(s, c) ∈ μ̃ | s ∈ S ′}| and (ii’) ∀s ∈ S ′, μ′(s) �s μ(s) holds.

In other words, in any matching in the strong core (respectively, weak core), no group of students can be (respectively, 
strictly) better off by swapping their initial endowment schools among themselves: if such a group exists, it is called a 
blocking coalition. The strong core is a subset of the weak core since the requirement of a legitimate blocking coalition is 
weaker; in the above definition, (i) and (i’) are identical, while (ii) is weaker than (ii’).

Roth and Postlewaite [50] showed that the matching obtained by TTC is the unique element in the strong core when the 
objects assigned to the students are completely distinct (e.g., a housing market). In our setting, we allocate school seats to 
students. School seats are not completely distinct: all seats in a school are identical. The following example shows that the 
strong core can be empty in our setting.

Example 2. Consider the following market:
6
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• S = {s1, s2, s3}
• C = {c1, c2}
• ω(s1) = ω(s2) = c1, ω(s3) = c2

• The following are the preferences of students:

s1 : c2 �s1 c1
s2 : c2 �s2 c1
s3 : c1 �s3 c2

• The set of feasible vectors F contains only one element: (2, 1).

Each element in the strong core must be PE; otherwise, the grand coalition (the coalition of all students, i.e., S) is a blocking 
coalition. There are two PE matchings:

μ =
(

c1 c2
{s2, s3} {s1}

)
,

and

μ′ =
(

c1 c2
{s1, s3} {s2}

)
.

For μ, s2 and s3 form a blocking coalition since by swapping their initial endowment schools, s2 becomes strictly better 
while s3 is indifferent. Similarly, for μ′ , s1 and s3 form a blocking coalition since by swapping their initial endowment 
schools, s1 strictly improves while s3 is indifferent. However these two matchings are both in the weak core.

Finally, we introduce some notions with which we describe our mechanism. A directed graph is a pair (V , E), where V is 
a set of vertices and E ⊆ V × V is a collection of directed edges, i.e., any (i, j) ∈ E is an ordered pair of vertices. A sequence 
of distinct vertices, (i1, . . . , ik), with k ≥ 2, is a directed path in (V , E) from i1 to ik if (ih, ih+1) ∈ E for all h ∈ [k − 1]. A 
directed path is a cycle if the first and last vertices coincide.

3. M-convex set as a class of distributional constraints

In this section, we describe the class of distributional constraints that is considered in our model. Let χi denote an 
m-element unit vector, in which the i-th element is 1 and all the other elements are 0. We sometimes write χci instead of 
χi .

Definition 11 (M-convex set). A set of m-element vectors F is an M-convex set if for all ν, ν ′ ∈ F and all i ∈ [m] with νi < ν ′
i , 

j ∈ [m] exists with ν j > ν ′
j such that ν + χi − χ j ∈ F and ν ′ − χi + χ j ∈ F hold.

This property characterizes an M-convex set and is called a (simultaneous) exchange property [19]. The notion of an M-
convex set is analogous to that of the maximum elements of a convex set in a continuous domain, i.e., no hollow exists in 
a set. Next we show that several distributional constraints introduced in the literature belong to the class of M-convex set.

Standard model [3]. Consider a market, where for each school c ∈ C , a maximum quota qc exists. The distributional con-
straints of this market can be expressed as F where

F = {ν ∈Zm≥0 |
∑
c∈C

νc = n and νc ≤ qc ∀c ∈ C},

and it can be verified that F is M-convex.

Individual minimum/maximum quotas [9,17]. In addition to the maximum quotas of the standard model, we assume for each 
school c ∈ C , a minimum quota pc exists. The distributional constraints of this market can be expressed as F where

F = {ν ∈Zm≥0 |
∑
c∈C

νc = n and pc ≤ νc ≤ qc ∀c ∈ C},

and it can be verified that F is M-convex.
7
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Regional minimum/maximum quotas [6,11]. In addition to the individual minimum/maximum quotas, capacity constraints 
are imposed on regions. Set of regions R ⊆ 2C \ {∅} partitions set of schools C into regions, and for each r ∈ R , there is a 
regional minimum quota pr and a maximum quota qr . The distributional constraints of this market can be expressed as F
where

F = {ν ∈Zm≥0 |
∑
c∈C

νc = n, pc ≤ νc ≤ qc and pr ≤
∑
c∈r

νc ≤ qr ∀c ∈ C,∀r ∈ R},

and it can be verified that F is M-convex.
Regional minimum/maximum quotas can be extended to the case where regions have multiple layers (e.g., cities, coun-

ties, and states) [11,51]. Assuming these regions have a laminar structure,8 distributional constraints can be represented as 
an M-convex set [1].

Type-specific quotas [21,10]. We assume each student belongs to exactly one type. A student’s type may represent her 
ethnicity, her gender, or her socioeconomic status. In addition to individual maximum quotas, there are additional type-
specific quotas. More specifically, there exists a set of types T = {t1, . . . , tk}. Each student belongs to exactly one type, and 
for each c ∈ C and t ∈ T , type-specific minimum quota pc,t and maximum quota qc,t are defined. We assume distribution 
vector ν is represented as an m × |T | matrix, where νc,t denotes the number of type t students allocated to school c. The 
distributional constraints of this market can be expressed as F where

F = {ν ∈Zm×|T |
≥0 |

∑
c∈C,t∈T

νc,t = n,
∑
t∈T

νc,t ≤ qc

and pc,t ≤ νc,t ≤ qc,t ∀c ∈ C, ∀t ∈ T },
and it can be verified that F is M-convex. Note that F is a 2-dimensional matrix, which is an extension of the standard 
definition. More specifically, each element νc,t represents the number of type t students assigned to school c. We can assume 
each school c is divided into |T | sub-schools, and distributional constraints are imposed on these m × |T | sub-schools. Then 
this model becomes equivalent to the standard model where distributional constraints are defined on a one-dimensional 
vector.

Distance constraints [1]. When allocating n students among m schools, suppose that an ideal distribution vector exists from 
the viewpoint of the mechanism designer who considers any distribution vector feasible if it is close enough to the ideal 
vector. More specifically, distance constraints are defined by an ideal vector ν∗ and a distance k describing the maximum 
tolerable deviation from the ideal distribution. The set of feasible vectors for such distributional constraints is expressed as 
F , such that

F = {ν ∈Zm≥0 |
∑
c∈C

νc = n and δ(ν, ν∗) ≤ k},

where for any pair of m-dimensional vectors ν, ν ′ ∈ Zm≥0, the distance function δ can be either (i) the Manhattan distance 
(or the L1 distance), which is defined as δ(ν, ν ′) = ∑

c∈C |νc −ν ′
c |, or (ii) the Chebyshev distance (or the L∞ distance), which 

is defined as δ(ν, ν ′) = maxc∈C |νc − ν ′
c |. It can also be verified that F is M-convex.

In the next theorem, we show that feasibility, PE, and SP can be incompatible when the set of feasible vectors is not an 
M-convex set.

Theorem 1. A market exists where the set of feasible vectors is not M-convex, such that no mechanism simultaneously satisfies feasi-
bility, PE, and SP.

Proof. The theorem can be proved even with a simple market with two students, three schools, and the set of feasible 
vectors becomes an M-convex set by just adding one vector. Consider the following market:

• S = {s1, s2},
• C = {c1, c2, c3},
• ω(s1) = ω(s2) = c1,
• student preferences: s1 : c3 �s1 c2 �s1 c1 and s2 : c3 �s2 c2 �s2 c1, and
• F = {(2, 0, 0), (1, 1, 0), (0, 1, 1)}.

8 R has a laminar structure if for any r, r′ ∈ R (where r �= r′), one of the following conditions holds: r ⊂ r′ , r′ ⊂ r or r ∩ r′ = ∅.
8
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This market can be interpreted as follows. Within a school district, there are three schools, c1, c2, and c3, where c1 has 
a larger capacity than the others. Due to the constraints on the district’s logistic resources, at most two schools can be 
simultaneously operated only if they are close to each other (i.e., c1 and c2, or c2 and c3), otherwise only c1 is open. Note 
that F is not an M-convex set by the following argument. For ν = (2, 0, 0) and ν ′ = (0, 1, 1), consider ν3 < ν ′

3, and then 
ν j > ν ′

j holds only for j = 1, but ν + χ3 − χ1 = (1, 0, 1) is not in F . However, F ∪ {(1, 0, 1)} is an M-convex set.
In this market, there are two feasible and PE matchings, {(s1, c3), (s2, c2)} and {(s1, c2), (s2, c3)}. Assume that PE mech-

anism ϕ chooses ϕ(�S ) = {(s1, c3), (s2, c2)}. Then s2 can misreport �′
s2

: c3 �′
s2

c1 �′
s2

c2. With this misreport, the only 
feasible and PE matching is ϕ(�s1 , �′

s2
) = {(s1, c2), (s2, c3)} and ϕs2 (�s1 , �′

s2
) �s2 ϕs2 (�s1 , �s2 ). Similarly, s1 has an incen-

tive to misreport if ϕ(�S ) = {(s1, c2), (s2, c3)}. In both cases, since a student can benefit by misreporting, ϕ cannot satisfy 
SP. �

This theorem implies that the violation of M-convexity easily leads to the nonexistence of any feasible, SP, and PE 
mechanism. In Section 5, we show that if the distributional constraints of a market can be represented as an M-convex 
set, a mechanism exists that satisfies SP and PE. We conjecture that M-convexity would be the most general classes of 
distributional constraints under which we can still have a mechanism with such desirable properties.

4. Properties of M-convex set

In this section, we present several properties related to M-convexity that are used in later sections. These properties are 
either already known in the literature or proving them is rather straightforward. To be self-contained, however, we provide 
proofs.

Lemma 1 (Murota [27, Lemma 9.23], Fujishige [52, Lemma 4.5]). Let F be an M-convex set. For some ν ∈ F , there exist i1, j1, . . . , ir, jr , 
all of which are in [m] and distinct, such that{

ν + χih − χ jk ∈ F if h = k
ν + χih − χ jk /∈ F if h > k

(h,k ∈ [r]). (1)

Then it holds that ν + ∑
k∈[r](χik − χ jk ) ∈ F .

Proof. The proof is conducted by induction on r. When r = 1, it obviously holds. Assume the supposition is true up to 
r = � and consider a case where r = � + 1. Take two vectors, a = ν + (χi1 − χ j1 ) and b = ν + ∑r

k=2(χik − χ jk ). It holds that 
a ∈ F by assumption. It also holds that b ∈ F from induction, because i2, j2, . . . , ir, jr are 2� (which equals 2(r − 1)) distinct 
elements in [m], which satisfy Equation (1). Since i1, j1, . . . , ir, jr are distinct, it holds that ai1 > bi1 . It also holds that 
{k ∈ [m] | ak < bk} = { j1, i2, i3, . . . , ir}. From the M-convexity of F , j ∈ { j1, i2, i3, . . . , ir} must exist such that a + (χ j −χi1 ) =
ν + (χ j − χ j1 ) ∈ F . It follows that j1 is the only candidate, since ν + χih − χ j1 /∈ F for any ih , h > 1. It then follows that 
b − (χ j1 − χi1 ) = b + (χi1 − χ j1 ) = ν + ∑

k∈[r](χik − χ jk ) ∈ F . �
In other words, Lemma 1 means that we can unilaterally apply feasible moves (i.e., to reduce an element by one and 

simultaneously increase another by one) simultaneously if they are sorted properly in some sense.

Lemma 2. Let F be an M-convex set and assume vector ν ∈ F . Let J = [r], and for a fixed q ∈ J , if elements i1, j1, . . . , ir, jr ∈ [m] are 
given such that {i1, . . . , ir} ∩ { j1, . . . , jr} = ∅ and⎧⎨⎩ ν + χih − χ jk ∈ F if h = k �= q

ν + χih − χ jk /∈ F if h = k = q
ν + χih − χ jk /∈ F if h > k

(h,k ∈ J ) (2)

hold, then we have

ν +
∑
�∈ J

(χi� − χ j� ) /∈ F .

Proof. Assume to the contrary that ν ′ = ν + ∑
�∈ J (χi� − χ j� ) is in F . If r > q, by the exchange property for ν ′ , ν and ir

with ν ′
ir

> νir , by {i1, . . . , ir} ∩ { j1, . . . , jr} = ∅, k exists such that ν ′
jk

< ν jk and

ν ′ − χir + χ jk , ν + χir − χ jk ∈ F .

Furthermore, from Equation (2), k must equal r. Then we have ν +∑
�∈ J\{r}(χi� −χ j� ) ∈ F . By repeating the same argument, 

we can assume that q = r. Since ν ′
iq

> νiq holds, by the exchange property for ν ′ , ν and iq , k exists such that ν ′
jk

< ν jk and

ν ′ − χiq + χ jk , ν + χiq − χ jk ∈ F .

However, all of the elements of J are less than or equal to q, which contradicts Equation (2). �

9



T. Suzuki, A. Tamura, K. Yahiro et al. Artificial Intelligence 315 (2023) 103825
In other words, Lemma 2 states that if a move is infeasible, it remains infeasible even after applying a sequence of 
feasible moves.

Lemma 3. Assume that for ν ∈ F , I, J ⊂ [m] exist, I ∩ J = ∅ such that ∀i ∈ I , ∀ j ∈ J , the following condition holds:

ν + χi − χ j /∈ F . (3)

Then no ν ′ ∈ F exists such that the following condition holds:

∀i ∈ [m] \ J , ν ′
i ≥ νi and ∃ j ∈ I, ν ′

j > ν j . (4)

Proof. Assume to the contrary that ν ′ exists and satisfies Equation (4). Since F is an M-convex set, for ν ′, ν ∈ F and i ∈ I
with ν ′

i > νi , j exists such that ν ′
j < ν j and

ν ′ − χi + χ j, ν + χi − χ j ∈ F .

By Equation (4), j must belong to J , which contradicts Equation (3). �
In other words, Lemma 3 means that if we cannot move one student from J to I , then we cannot increase the number 

of students in I without decreasing the number of students in [m] \ J .

5. Top Trading Cycles under M-convex constraints

In this section, we introduce an SP mechanism, Top Trading Cycles under M-convex constraints (TTC-M), which achieves 
a feasible and PE outcome in our settings. Then we show a characterization of TTC-M for a special market called a compatible 
market.

5.1. Mechanism description

First we outline TTC-M. It repeats several rounds. At the beginning of round k, let μk−1 denote the matching of students 
who have already left the market, and let μ̃k−1 denote the initial endowment matching of the remaining students. Then 
μ̂k−1 = μk−1 ∪ μ̃k−1 denotes the provisional matching at the beginning of round k.

Let Sk denote {s | (s, c) ∈ μ̃k−1}, i.e., the set of remaining students at round k. We say student s ∈ Sk , whose initial 
endowment school is c j , is admissible to school ci at round k if ν(μ̂k−1) + χi − χ j ∈ F holds, i.e., we can move s to ci from 
her initial endowment school c j without violating the distributional constraints. If there is no student admissible to school c
in Sk , the school leaves the market at the beginning of round k. Let Ck denote the set of remaining schools at the beginning 
of round k. Note that by this definition, if ω(s) = c, s is always admissible to c at any round k as long as ν(μ̂k−1) ∈ F holds.

The mechanism uses a school preference profile �∗
C , which is artificially constructed based on a common serial order 

over students �.9 We assume � is complete and strict over S . Based on �, the (artificially constructed) preference of each 
school c ∈ C , �∗

c , is constructed, which is basically identical to �, but all initial endowment students of c are prioritized. 
More specifically, s �∗

c s′ holds if and only if one of the following conditions holds:
(i) ω(s) = ω(s′) = c and s � s′ ,
(ii) ω(s) �= c, ω(s′) �= c, and s � s′ , or
(iii) ω(s) = c and ω(s′) �= c.
Without loss of generality, we assume s1 � s2 � · · · � sn holds.

Now we are ready to introduce TTC-M, which is described as in Mechanism 1. Intuitively, we can assume that in TTC-
M at each round k, each school selects one student and gives her the right to obtain its seat. Then students with such 
rights can trade seats among themselves by constructing trading cycles in Gk by the standard TTC mechanism. Therefore, 
a student can only participate in a trade when she is selected by some school. By definition of �∗

c , the priority right of 
school c is first given to its initial endowment students, where ties are broken by the common serial order �. When all of 
its initial endowment students have left the market, school c gives the right to a remaining student who is admissible (i.e., 
unilaterally moving her to c from her initial endowment school does not violate the distributional constraints), where ties 
are broken by �.

Since a student considers her initial endowment school acceptable, and the school deems her admissible at any round as 
long as she remains in the market, she is guaranteed a seat in her initial endowment school. Thus, every student is included 
in a cycle at some round before TTC-M terminates.

9 In some applications, schools (as well as students) can agree on such an order, e.g., GPA. If no agreeable order exists, we can rely on a lottery to 
randomly decide an order. Such an order is also used in a serial dictatorship mechanism [12,16], which is school-feasible, SP, and PE, but not IR. If no 
student has an initial endowment school, TTC-M becomes identical to a serial dictatorship mechanism.
10
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Mechanism 1 Top Trading Cycles for M-convex constraints (TTC-M).
Initialize μ̃0 ← μ̃,μ0 ← ∅,k ← 1.
Round k:

Step 1: Construct directed graph Gk as follows.
• Each school c leaves the market if it has no admissible student in Sk .

Otherwise, c points to an admissible student who is ranked the highest
according to �∗

c in Sk .
• Each student in Sk points to her favorite school in Ck .
• This creates directed graph Gk = (V k, Ek), where V k = Sk ∪ Ck ,

(s, c) ∈ Ek (resp. (c, s) ∈ Ek) represents the fact that student s (resp.
school c) points to school c (resp. student s).

Step 2: Let C k be the set of all directed edges that form cycles in Gk .
Since V k is finite, at least one cycle exists in Gk and thus C k is nonempty.

Step 3: μ̃k ← μ̃k−1 \ {(s,ω(s)) | (s, c) ∈ C k} and
μk ← μk−1 ∪ {(s, c) | (s, c) ∈ C k}.
Each student s such that (s, c) ∈ C k leaves the market.

Step 4: If μ̃k = ∅, then return μk . Otherwise, k ← k + 1 and go to the next round.
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Fig. 1. G1 obtained in Round 1 by TTC-M in Example 3.

One particular feature of TTC-M is how it deals with the underlying distributional constraints. At round k of TTC-M, the 
priority right of a school is given to a student based on �∗

C , ν(μ̂k−1), and F . For instance, if the distributional constraints are 
individual maximum quotas, a school gives its priority right to a student if the number of allocated students is fewer than 
the quota. Under more complex distributional constraints, such as minimum quotas and/or regional quotas, just looking at 
the current status and its quota is insufficient for a school to determine which student it should prioritize. For example, 
allocating a student to school c′ , who was initially endowed a seat in another school c, decreases the number of students 
allocated to c, i.e., νc(μ̂

k−1). This decision might violate distributional constraints, even though c′ can accept one more 
student. The next example describes how TTC-M works with regional quotas.

Example 3. Consider the following market. In the example, for each student s ∈ S , we only list in �s her acceptable schools.

• S = {s1, s2, s3, s4, s5}
• C = {c1, c2, c3, c4}
• �: s1 � s2 � s3 � s4 � s5
• c2 �s1 c1 = ω(s1), c3 �s2 c2 = ω(s2), c2 �s3 c3 = ω(s3), c3 �s4 c4 = ω(s4), c2 �s5 c4 = ω(s5)

• F =

⎧⎪⎨⎪⎩ν ∈Z4≥0

∣∣∣∣∣∣∣
∑

i∈[4] νi = 5,

0 ≤ νi ≤ 2 ∀i ∈ [4],
2 ≤ ν3 + ν4 ≤ 3.

⎫⎪⎬⎪⎭
Set F represents the situation where the schools in the same region (c3 and c4) are jointly subjected to the regional 
minimum and maximum quotas in addition to the individual maximum quota of 2.

First, μ̃0 is determined: μ̃0 = μ̃ = {(s1, c1), (s2, c2), (s3, c3), (s4, c4), (s5, c4)}. Note that ν(μ̃0) = (1, 1, 1, 2) ∈ F .
At Step 1 of Round 1, since every school still has its initial endowment student in the market, all the schools re-

main in the market. Each school c points to a student based on �∗
c , ν(μ̂0), and F . In this round, each school points 

to its initial endowment student who is ranked highest according to �. Each student points to her favorite school that 
remains in the market. This results in G1, as shown in Figure 1. There is one cycle: (c2, s2, c3, s3, c2). At Step 2, C 1 is 
{(c2, s2), (s2, c3), (c3, s3), (s3, c2)}. At Step 3, (s2, c2) and (s3, c3) are removed from μ̃0, and (s2, c3) and (s3, c2) are added to 
μ0. μ̃1 and μ1 are determined:

μ̃1 = {(s1, c1), (s4, c4), (s5, c4)},
μ1 = {(s2, c3), (s3, c2)}.
11
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Fig. 2. G2 obtained in Round 2 by TTC-M in Example 3.

�
��

�
��

c1 c4

�
��

s5

Fig. 3. G3 obtained in Round 3 by TTC-M in Example 3.

Note that ν(μ̂1) = ν(μ̂0) = (1, 1, 1, 2), since at this round s2 and s3 exchange the seats of their initial endowment schools 
and thus the distributional vector does not change. At Step 4, TTC-M goes to Round 2 because μ̃1 �= ∅.

At Step 1 of Round 2, schools c2 and c3 do not have their initial endowment students. School c2 points to s1 because 
based on �∗

c2
, she is the highest among the remaining students and allocating her to c2 from her initial endowment school 

c1 does not violate distributional constraints ((1, 1, 1, 2) + χc2 − χc1 = (0, 2, 1, 2) ∈ F ); that is, she is admissible to c2 at 
Round 2. To school c3, however, s1 is not admissible because (1, 1, 1, 2) + χc3 − χc1 = (0, 1, 2, 2) /∈ F due to the maximum 
quota of the region containing c3 and c4. On the other hand, moving a student from c4 to c3 is feasible. Thus, c3 points to 
s4 according to �∗

c3
. Therefore, G2 is determined (Figure 2). There are two cycles: (c2, s1, c2) and (c3, s4, c3). At Step 2, C 2

is {(c2, s1), (s1, c2), (c3, s4), (s4, c3)}. μ̃2 and μ2 are determined:

μ̃2 = {(s5, c4)},
μ2 = {(s2, c3), (s3, c2), (s1, c2), (s4, c3)}.

Observe that ν(μ̂2) = (0, 2, 2, 1) ∈ F . Note also that c2’s decision to give its right to student s1 is based on the fact that 
moving s1 from c1 to c2 is feasible, i.e., (0, 2, 1, 2) is in F . Similarly, c3’s decision to give its right to student s4 is based 
on the fact that it is feasible to move s4 from c4 to c3, i.e., (1, 1, 2, 1) is in F . The fact that implementing both moves still 
gives a feasible vector is guaranteed by M-convexity, as shown in the proof of Theorem 2. At Step 4, TTC-M goes to Round 
3 because μ̃2 �= ∅.

At Step 1 of Round 3, G3 is determined (Figure 3). Since no student is admissible to c2 or c3, these schools leave the 
market. There is one cycle: (c4, s5, c4). At Step 2, C 3 is {(c4, s5), (s5, c4)}. Therefore, μ̃3 and μ3 are determined:

μ̃3 = ∅,

μ3 = {(s2, c3), (s3, c2), (s1, c2), (s4, c3), (s5, c4)}.
At Step 4, TTC-M returns μ3 because μ̃3 = ∅.

5.2. TTC-M properties

First we introduce a property, which guarantees that TTC-M is feasible even though each school independently makes its 
decision. Before we show the property, we prove the following lemma.

Lemma 4. In TTC-M, for k (≥ 1), if ν(μ̂k) �= ν(μ̂k−1), r (≥ 1) exists and {c̃1, ω(s̃1), . . . , ̃cr, ω(s̃r)} ⊆ Ck such that

ν(μ̂k) = ν(μ̂k−1) +
∑
�∈[r]

(χc̃�
− χω(s̃�)), (5)

where s̃1, . . . , ̃sr are ordered such that s̃1 � · · · � s̃r and c̃1, . . . , ̃cr are ordered such that (c̃�, ̃s�) ∈ Ek for all � ∈ [r]. Furthermore, the 
schools in {c̃1, ω(s̃1), . . . , ̃cr, ω(s̃r)} are distinct, no school in {c̃1, . . . , ̃cr} has any initial endowment student in Sk, and{

ν(μ̂k−1) + χc̃h
− χω(s̃�) ∈ F if h = �

ν(μ̂k−1) + χ − χ /∈ F if h > �
(h, � ∈ [r]). (6)
c̃h ω(s̃�)

12



T. Suzuki, A. Tamura, K. Yahiro et al. Artificial Intelligence 315 (2023) 103825
Proof. In TTC-M, the fact that (c, s) ∈ C k means that “school c accepts a student (who is pointing to c), while student s
moves from her initial endowment school ω(s) to a school (to which s is pointing).” Therefore, ν(μ̂k) can be expressed:

ν(μ̂k) = ν(μ̂k−1) +
∑

(c,s)∈C k

(χc − χω(s)).

From this expression, it is clear that moving s from ω(s) to μ̂k(s) does not affect the resulting distributional vector if 
(c, s) ∈ C k and ω(s) = c. When ν(μ̂k) �= ν(μ̂k−1), r ≥ 1 exists and {c̃1, ω(s̃1), . . . , ̃cr, ω(s̃r)} ⊆ Ck such that

ν(μ̂k) =ν(μ̂k−1) +
∑

(c,s)∈C k

(χc − χω(s))

=ν(μ̂k−1) +
∑

(c,s)∈C k, ω(s) �=c

(χc − χω(s))

=ν(μ̂k−1) +
∑
�∈[r]

(χc̃�
− χω(s̃�)),

where s̃1, . . . , ̃sr are ordered such that s̃1 � · · · � s̃r and c̃1, . . . , ̃cr are ordered such that (c̃�, ̃s�) ∈ C k for all � ∈ [r].
Next we show that the elements in {c̃1, ω(s̃1), . . . , ̃cr, ω(s̃r)} are distinct. Since each school can receive at most one 

student in a round, the elements in {c̃1, . . . , ̃cr} are clearly distinct. The elements in {ω(s̃1), . . . , ω(s̃r)} are also clearly 
distinct since if ω(s̃i) = ω(s̃h) holds (i < h), c̃h should have pointed to s̃i (not s̃h) according to �∗

c̃h
. Furthermore, in Gk , 

each school in {c̃1, . . . , ̃cr} points to a student who is not among its initial endowment students, while each school in 
set {ω(s̃1), . . . , ω(s̃r)} points to its initial endowment student. Therefore, all the schools in set {c̃1, ω(s̃1), . . . , ̃cr, ω(s̃r)} are 
distinct. Besides, each school in set {c̃1, . . . , ̃cr} points to its top-ranked admissible student based on the common order �. 
Thus Equation (6) holds. �

Now we are ready to prove that TTC-M is feasible.

Theorem 2. TTC-M is feasible.

Proof. We show that TTC-M always obtains a school-feasible and IR outcome. First, we show by induction on k that μ̂k

is school-feasible. For k = 0, it is clear by assumption that μ̂0 = μ̃ is school-feasible. Then by assuming that ν(μ̂k−1) ∈ F
is true for any k ≥ 1, the induction is completed by showing ν(μ̂k) ∈ F . Since ν(μ̂k) is represented as Equation (5), by 
Equation (6) and Lemma 1, ν(μ̂k) = ν(μ̂k−1) + ∑

�∈[r](χc̃�
− χω(s̃�)) must be in F .

We then show that the outcome of TTC-M is IR by the following two claims: (i) each student is contained in a cycle 
exactly once and assigned to the school she points to in this formed cycle, (ii) a student never points to a school that is 
worse than her initial endowment school based on her preference. Claim (i) is clear from the definition of TTC-M. Claim (ii) 
is true because ν(μ̂k) + χi − χ j ∈ F is satisfied for any k if j = i; that is, as long as a student is in the market, her initial 
endowment school remains in the market and deems her admissible. �

To show SP and PE, we prove the following lemma, which illustrates that if student s is inadmissible to school c at round 
k, then s remains inadmissible to c at any round after k. This is a key property for proving SP and PE.

Lemma 5. Let s′ be a student in Sk+1 and c′ = ω(s′). For school c ∈ C , which has no initial endowment student in Sk (c is not required 
to remain in the market at round k), if ν(μ̂k−1) + χc − χω(s) /∈ F for all students s ∈ Sk with s � s′ , then ν(μ̂k) + χc − χc′ /∈ F .

Proof. If ν(μ̂k) = ν(μ̂k−1), then the lemma obviously holds.
We assume that ν(μ̂k) �= ν(μ̂k−1). By Lemma 4, an r ≥ 1 and {c̃1, ω(s̃1), . . . , ̃cr, ω(s̃r)} ⊆ Ck exist, which satisfy Equations 

(5) and (6). Note that s′ ∈ Sk+1, and no student in {s̃1, . . . , ̃sr} is included in Sk+1. We assume that, based on �, the strict 
order on {s̃1, . . . , ̃sr, s′} is s̃1 � · · · � s̃p � s′ � s̃p+1 � · · · � s̃r . By this order, we consider the order on {c̃1, . . . , ̃cr, c} and 
{ω(s̃1), . . . , ω(s̃r), ω(s′)} as: c̃1, . . . , ̃cp, c, ̃cp+1, . . . , ̃cr , and ω(s̃1), . . . , ω(s̃p), ω(s′), ω(s̃p+1), . . . , ω(s̃r).

We apply Lemma 2 to the above schools and have the following facts:

• ν(μ̂k−1) ∈ F by Theorem 2,
• {c̃1, . . . , ̃cr, c} ∩ {ω(s̃1), . . . , ω(s̃r), ω(s′)} = ∅ by Lemma 4,
• {c̃1, ω(s̃1), . . . , ̃cr, ω(s̃r)} satisfies Equation (6) by Lemma 4,
• ν(μ̂k−1) + χc − χω(s′) /∈ F by the assumption,
• ν(μ̂k−1) + χc − χω(s̃�) /∈ F for � ∈ [p] by the assumption, and
• ν(μ̂k−1) + χc̃ − χω(s′) /∈ F for h ∈ {p + 1, . . . , r}; otherwise, c̃h should have pointed to s′ (not s̃h).
h

13
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From Lemma 2 and the above facts, ν(μ̂k) + χc − χc′ = ν(μ̂k−1) + ∑
�∈[r](χc̃�

− χω(s̃�)) + (χc − χω(s′)) is not contained in 
F . �

Next we show that TTC-M satisfies SP and PE. To show SP, we use the following lemma.

Lemma 6. For any directed path (c∗, . . . , s∗), if (c∗, . . . , s∗) is in Gk and s∗ ∈ V k+1 in the execution of TTC-M, then (c∗, . . . , s∗) is also 
in Gk+1 .

Proof. We first show the following:

(i) For any c ∈ C and s ∈ S , if (s, c) ∈ Ek and s, c ∈ V k+1, then (s, c) ∈ Ek+1 holds.
(ii) For any c ∈ C and s ∈ S , if (c, s) ∈ Ek and s ∈ V k+1, then c ∈ V k+1 and (c, s) ∈ Ek+1 hold.
(iii) For any s, s′ ∈ S and c ∈ C , if (s, c) ∈ Ek , (c, s′) ∈ Ek , and s′ ∈ V k+1, then s ∈ V k+1 holds.

(i) means that, if (s, c) ∈ Ek holds, i.e., c is the best remaining school for s at round k, and s and c remain in the market 
at round k + 1, then c is still the best choice for s at round k + 1. This is true because the schools that left the market will 
never return in a later round in TTC-M.

(ii) means that if s is the highest-ranked admissible student for c at round k, then c still ranks s as the highest-ranked 
admissible student in the next round, given that s still remains in the market. To prove the claim, it is sufficient to show 
that at round k + 1, s is still admissible to c, and s is still c’s top-ranked admissible student. Let us first prove that s is 
admissible to c at round k + 1, i.e., ν(μ̂k) + χc − χω(s) ∈ F holds. If ω(s) = c, it obviously holds. If ω(s) �= c, then consider 
a hypothetical case, where c is the favorite school of s at round k. This case could have happened, since the preference of 
each student is arbitrary. Note that in this case, since F and ω do not change, s is still admissible to c at round k. Therefore, 
in this hypothetical case, in addition to the cycles formed at round k in the original market, exactly one cycle, (c, s, c), is 
formed at round k. From Theorem 2, the resulting vector at the end of k in this hypothetical setting should be feasible: 
ν(μ̂k) + χc − χω(s) ∈ F . This fact implies that s is admissible to c at round k + 1 in the original market (where c is not the 
favorite school of s at round k and s remains in the market at round k + 1). Since c has an admissible student, c remains 
in the market, i.e., c ∈ V k+1. Next we show that s remains the highest-ranked admissible student for c at k + 1. If ω(s) = c, 
then it clearly holds. Assume ω(s) �= c, and let s′ be a student in V k+1 and s′ � s. The fact that (c, s′) /∈ Ek implies that 
ν(μ̂k−1) +χc −χω(s′) /∈ F . Then from Lemma 5 and ν(μ̂k−1) +χc −χω(s) ∈ F , it holds that ν(μ̂k) +χc −χω(s′) /∈ F , and thus 
s′ is inadmissible to c at round k + 1. Therefore, we have (c, s) ∈ Ek+1.

(iii) is an elementary property, inherited from the standard TTC mechanism. Assume (s, c) ∈ Ek , (c, s′) ∈ Ek , and student 
s leaves the market at round k. She leaves the market only when (s, c) is included in a cycle. If (s, c) is included in a cycle, 
then (c, s′) must also be included in the same cycle. Then s′ must leave the market at round k. Thus, the fact that s′ remains 
in the market implies that s also remains in it.

From (i), (ii), and (iii), for any directed path (c, . . . , s), if (c, . . . , s) is in Gk and s ∈ V k+1, then (c, . . . , s) is also in 
Gk+1. �
Theorem 3. TTC-M is SP.

Proof. From Lemma 6, for any directed path (c, . . . , s), if (c, . . . , s) is in Gk and s ∈ V k+1, then (c, . . . , s) is also in Gk+1. By 
repeatedly applying this lemma, once there is a directed path to a student in a round, it remains in any later round as long 
as the student also remains in the market. By the construction of TTC-M, a student can only obtain a school seat if there is 
a directed path from the school to her. Fix s and �−s . We call a school obtainable at k if s can obtain its seat by pointing to 
it at k. Observe that any school on any directed path to s in Gk is obtainable for s. It is now clear that the set of obtainable 
schools for s is increasing on k, and the set’s growth depends only on �−s . Since s can only obtain a school seat from her 
obtainable schools at any round, her best strategy is to choose her most preferred school among all the obtainable schools 
at the round. Choosing based on her true preference �s gives her the best assignment, and therefore TTC-M is SP. �
Theorem 4. TTC-M is PE.

Proof. Suppose we run TTC-M and obtain feasible matching μ. Consider a student who is matched at round r in TTC-M. We 
show that if in another matching μ′ , the student is assigned to a more preferred school than her allocation in μ, another 
student must exist who is (assigned before r) worse off in μ′ . The proof is done by induction on r.

When r = 1, the statement is trivially true because any student being assigned at round 1 is allocated to her top choice.
Assume the supposition is true up to r = k − 1 with k ≥ 2. We consider r = k and define the following notations:

Ik = C \ Ck: schools that are not in the market at round k.
J k = {c | μ̃k−1(c) �= ∅}: a set of schools, each of which has at least one remaining initial endowment student in the 

market at round k. Note that J k ⊆ Ck holds.
14
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Each ci ∈ C \ J k is filled with νi(μ̂
k−1) = νi(μ

k−1) students at the beginning of round k. Without loss of generality, assume 
Ik �= ∅ (if Ik = ∅, every student allocated at k goes to her top choice). Consider student s, who is allocated to school c at 
round k, and assume c is not her top choice. Then all the schools that she prefers over c are in Ik . From Lemma 5 and the 
definitions of Ik and J k , ∀ci ∈ Ik and ∀c j ∈ J k , ν(μ̂k−1) + χi − χ j /∈ F holds. Lemma 3 then implies that there is no feasible 
matching μ′ such that

∀ci ∈ C \ J k, νi(μ
′) ≥ νi(μ

k−1) and ∃ci ∈ Ik, νi(μ
′) > νi(μ

k−1).

Put differently, for any feasible matching μ′ with μ′(s) ∈ Ik (which covers all the feasible matchings where the allocation of 
s is better than c), at least

∃ci ∈ C \ J k, νi(μ
′) < νi(μ

k−1) or νμ′(s)(μ
′) ≤ νμ′(s)(μ

k−1)

holds. Whichever is the case, a student exists who is matched before k in μ and has a different allocation in μ′ . From the 
induction argument, however, such a change necessarily makes someone who is matched before k worse off. �

Next we prove that the TTC-M is GSP. We first introduce a concept called non-bossiness [39].

Definition 12 (Non-bossiness). Mechanism ϕ is non-bossy if for any s ∈ S , �−s , �s , and �′
s , as long as ϕs(�′

s, �−s) = ϕs(�s

, �−s) holds, ϕ(�′
s, �−s) = ϕ(�s, �−s) holds.

In other words, a mechanism is non-bossy if a student can only change the assignments of other students when her 
assignment changes.

Theorem 5. TTC-M is non-bossy.

Proof. Consider two markets, which are basically identical except for the preference of student s: denoted as �s in the 
first market and �′

s in the second. Let μ and μ′ denote matchings obtained by TTC-M in the first and second markets, 
respectively. Towards a contradiction, assume μ(s) = μ′(s) holds, but μ and μ′ are different.

Assume that s is contained in a cycle formed at round k in the first market and at round k′ in the second market. We 
examine the following two cases: (i) k = k′ , and (ii) k �= k′ . For case (ii), without loss of generality, we assume k < k′ holds.

Case (i): k = k′ .
Since s is not contained in any cycle at any round before k, the cycles formed at each round before k are identical in both 
markets. Then at round k, since μ(s) = μ′(s), in both markets, s points to μ(s). Furthermore, for all s′ ∈ S \ {s} and all c ∈ C , 
the preferences are identical in both markets. Thus, the cycles formed at round k are identical in both markets, and so are 
the cycles at rounds after k. This implies that μ = μ′ .

Case (ii): k < k′ .
It is clear that all the cycles formed before round k must be identical in both markets. Let us first examine why any cycle 
formed at round k in the first market is also formed in the second market. Let C denote the cycle containing s at round 
k in the first market. We show that C is also formed at round k′ in the second market. At round k, since s is assigned to 
μ(s), s points to μ(s), and there is a directed path from μ(s) to s in the first market. This path also exists in the second 
market at round k. By Lemma 6, this path remains until round k′ in the second market. Since μ′(s) = μ(s), s points to μ(s)
at round k′ in the second market, which implies that C is formed. Besides C , the other cycles at round k in the first market 
are also formed at round k in the second market since the preferences of the other students are identical in both markets.

Next we show that all the cycles formed after round k in the first market are also formed in the second market. We first 
show that all the cycles formed at round k + 1 in the first market are also formed in the second market. Let C ′ denote the 
set of schools contained in C , i.e., C ′ = {c ∈ C | ∃s′ ∈ S, (s′, c) ∈ C }. For a cycle formed at round k + 1 in the first market, if 
it does not include any school in C ′ , it is also formed at round k + 1 in the second market, since it is not influenced by C . 
Thus, we concentrate on a cycle that includes at least one school in C ′ . Let C ′ denote such a cycle. We divide the students 
in C ′ into two groups (1 and 2). Each group 1 student points to a school in C ′ at round k in the first market, but she points 
to a different school at round k + 1 according to C ′ , since C is formed and the school in C ′ (to which she pointed) leaves 
the market after round k. Group 2 students are the complement of group 1 students. At round k + 1 in the second market, a 
group 1 student continues to point to the same school in C ′ since C is not formed. On the other hand, each group 2 student 
points to a school according to C ′ at round k + 1 in the second market. Using a similar argument to the proof of Lemma 6, 
we can show that all of the group 1 and group 2 students continue to point to the same school until C is formed, i.e., until 
round k′ in the second market. At round k′ + 1 in the second market, group 1 students point to schools according to C ′ , 
and group 2 students continue to point to schools according to C ′ . Therefore, C ′ is formed at round k′ + 1 in the second 
market.

We can construct a similar argument for the rounds after k + 1 to complete the proof. �
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With Theorem 5, we can immediately show that TTC-M is GSP.

Theorem 6. TTC-M is GSP.

Proof. Pápai [39] showed that a mechanism is GSP if and only if it is SP and non-bossy. Since TTC-M is SP (Theorem 3) and 
non-bossy (Theorem 5), TTC-M is GSP. �

Recall that the strong core can be empty in our setting (Example 2). We show that the matching obtained by TTC-M is 
always in the weak core.

Theorem 7. TTC-M always yields a matching in the weak core.

Proof. Towards a contradiction, we assume that TTC-M returns matching μ that is not in the weak core: i.e., another 
matching μ′ ∈M and a group of students S ′ ⊆ S exist such that (i) for each c ∈ C , |{(s, c) ∈ μ′ | s ∈ S ′}| = |{(s, c) ∈ μ̃ | s ∈ S ′}|
and (ii) for every s ∈ S ′, μ′(s) �s μ(s). Since TTC-M is IR, μ(s) �s μ̃(s) for each s ∈ S ′ . By condition (ii), μ′(s) �= μ̃(s) for 
every s ∈ S ′ . Moreover, condition (i) guarantees that permutation σ of S ′ exists such that μ′

s = μ̃σ (s) and s �= σ(s) for each 
s ∈ S ′ . It implies that a set of students Ŝ = {ŝ1, . . . , ̂s| Ŝ|} ⊆ S ′ exists such that μ′

ŝi
= {(ŝi, ω(ŝi+1))} for each i ∈ [| Ŝ| − 1] and 

μ′
ŝ| Ŝ|

= {(ŝ| Ŝ|, ω(ŝ1))}. Let Ĉ denote the set of initial endowment schools of students in Ŝ .

Consider student ŝi ∈ Ŝ who is the first assigned by TTC-M among the students in Ŝ . Let ki denote the round at which ŝi
is assigned by TTC-M. Students Ŝ and schools Ĉ are in V ki since ŝi is the first student assigned among Ŝ . At round ki , student 
ŝi points to μ(ŝi) and is accepted, even though ω(ŝi+1) = μ′(ŝi) �ŝi

μ(ŝi) holds (when i = | Ŝ|, ω(ŝ1) = μ′(ŝi) �ŝi
μ(ŝi)

holds). This is possible only when ω(ŝi+1) (or ω(ŝ1)) has already quit the market. However, this contradicts the fact that 
ω(ŝi+1) (or ω(ŝ1)) remains at round ki . �

Finally, we examine the time complexity of TTC-M.

Theorem 8. The time complexity of TTC-M is O (mn) under the assumption that we can check in O (1) time whether ν ∈ F for an 
M-convex set F and a vector ν on C.

Proof. Since at least one cycle exists in each round, at least one student in S leaves the market with her allocation. There-
fore, the number of rounds required for TTC-M is at most n. At each round, there are at most m students who can be 
part of the cycles since each remaining school points to exactly one student, and finding the cycles can be done in O (m). 
Furthermore, a school needs to check whether a student is admissible. By Lemma 5, when a student becomes inadmissible 
(or she is inadmissible in the initial round), she remains inadmissible in all future rounds. Thus for each school, the cost 
required for this check (until it leaves the market) is O (n). To be more precise, in the first round, each school goes through 
�∗

c from the top until it finds the first admissible student. In the next round, it checks whether the student, to whom it 
points in the previous round, remains in the market and is admissible. If she is no longer admissible (or left the market), 
it again goes through �∗

c . Thus, the total number of checks for each school is O (n). Hence, the overall time complexity is 
O (mn). �
5.3. TTC among representatives

In this subsection, we study a special case of TTC-M, which restricts the set of feasible vectors F to {ν(μ̃)}, i.e., the 
mechanism only outputs matchings whose distribution vector is identical to that of the initial endowment. This mechanism 
is identical to a mechanism called the Top Trading Cycles among Representatives (TTC-R) [17]. In TTC-R, the number of 
students assigned to each school is fixed; if a school accepts a student from another school, one of its initial endowment 
students must leave. At each round, each school points to its top-ranked initial endowment student, each student points to 
her favorite school, and all the students caught in cycles are allocated to their favorite schools. That is, these top-ranked 
students (representatives) exchange seats among themselves. When the top-ranked student of school c leaves the market, 
the second-ranked student becomes the representative of school c, and so forth.

Since TTC-R is equivalent to TTC-M, when we artificially restrict the set of feasible vectors to a set containing only the 
initial endowment distribution vector, TTC-R remains feasible, IR, and SP. However it fails to satisfy the efficiency require-
ments. In addition, since we can show that it is non-bossy using a similar argument from the proof of Theorem 5, it is also 
GSP. We can also show that the matching obtained by TTC-R is in the weak core by using a similar argument from the proof 
of Theorem 7.

Theorem 9. TTC-R is GSP and always yields a matching in the weak core.
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However, since TTC-R artificially restricts the set of feasible vectors, the following example easily shows that TTC-R is 
not NW-R.

Example 4. Consider the following market:

• S = {s1, s2, s3}
• C = {c1, c2, c3}
• ω(s1) = c1, ω(s2) = c1, ω(s3) = c2

• �S and �C are given as follows:

s1 : c1 �s1 c2 �s1 c3
s2 : c3 �s2 c2 �s2 c1
s3 : c1 �s3 c2 �s3 c3

c1 : s1 �c1 s2 �c1 s3
c2 : s3 �c2 s1 �c2 s2
c3 : s2 �c3 s3 �c3 s1

• The set of feasible vectors is given as follows:

F =
{
ν ∈Z3

≥0

∣∣∣∣ ∑
i∈[3] νi = 3,

0 ≤ ν1, ν2, ν3 ≤ 3.

}
Under common serial order s1 � s2 � s3, artificially modified schools’ preferences �∗

C are given as follows:

c1 : s1 �∗
c1

s2 �∗
c1

s3

c2 : s3 �∗
c2

s1 �∗
c2

s2

c3 : s1 �∗
c3

s2 �∗
c3

s3

In TTC-R, the set of feasible vectors is artificially restricted to F = {(2, 1, 0)}. Then c3 immediately leaves the market since 
it has no admissible student. In the first round, each student points to her favorite remaining school: s1 to c1, s2 to c2, 
and s3 to c1. According to �∗

C , c1 points to s1 and c2 points to s3, forming cycle (s1, c1, s1). In the second round, cycle 
(s2, c2, s3, c1, s2) is formed. Therefore TTC-R outputs matching:(

c1 c2 c3
{s1, s3} {s2} ∅

)
.

Student s2 claims an empty seat in c3 based on ranks since rank((s2, c3)) = 1 < rank((s2, c2)) = 2. Hence, TTC-R is not 
NW-R.

Example 4 also implies that TTC-R is not NW or PE. Besides that TTC-R is not NW, NIE-fairness does not hold either, as 
shown in the following example.

Example 5. Consider the following market:

• S = {s1, s2, s3}
• C = {c1, c2, c3}
• ω(s1) = c1, ω(s2) = c3, ω(s3) = c2

• �S and �C are given as follows:

s1 : c2 �s1 c1 �s1 c3
s2 : c2 �s2 c3 �s2 c1
s3 : c3 �s3 c2 �s3 c1

c1 : s1 �c1 s2 �c1 s3
c2 : s3 �c2 s1 �c2 s2
c3 : s2 �c3 s3 �c3 s1

• Set of feasible vectors F is given as {(1, 1, 1)}.

That is, each school, which has exactly one initial endowment student, leaves the market after it is included in a cycle. 
Thus, the choice of a common serial order does not affect the behavior of TTC-R. In the first round, cycle (s2, c2, s3, c3, s2)

is formed. In the second round, schools c2 and c3 leave the market; cycle (s1, c1, s1) is formed. Thus the obtained matching 
is: (

c1 c2 c3
{s1} {s2} {s3}

)
.

Observe that student s1 has justified RIE-envy towards s2 since s1 �c2 s2 and ω(s2) �= c2, which implies that TTC-R is not 
NIE-fair.
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5.4. Characterization of TTC-M

TTC’s characterization has been actively developed for several models [53–55]. Characterization shows that both (i) a 
mechanism satisfies some axioms and (ii) no other mechanism exists that satisfies those axioms, i.e., any mechanism that 
satisfies those axioms must obtain the same outcome. In this subsection, we present the characterization of TTC-M in 
compatible markets, in which school preferences satisfy a condition called compatibility.

Market (S, C, ω, �S , �C , F ) is compatible if �C satisfies the following property:

Definition 13 (Compatibility). A profile of school preferences is compatible if a bijection η : S ←→ [n] exists such that for 
any school c ∈ C and any pair of students s1, s2 ∈ S , the following conditions hold:
(i) if ω(s1) = c and ω(s2) �= c, s1 �c s2,
(ii) if ω(s1) �= c and ω(s2) = c, s2 �c s1,
(iii) otherwise, s1 �c s2 if and only if η(s1) < η(s2).

In a compatible market, each school always prefers its initial endowment students over the remaining students. Fur-
thermore, since η is a bijection, for any pair of students s1, s2 ∈ S , η(s1) �= η(s2) holds. Then assuming s1, s2 is any pair of 
students among the initial endowment (respectively, among non-initial endowment) students of school c, s1 �c s2 if and 
only if η(s1) < η(s2). In other words, for all schools, the relative preference ranking between any pair of initial endowment 
students (respectively, any pair of non-initial endowment students) is consistent with η.

Since the compatible markets lay in a subclass of the general markets, TTC-M satisfies SP, IR and PE when it is applied to 
a compatible market. We further introduce another desirable property called weak consistency (WC). As its name suggests, 
WC is a weaker condition of consistency, which is widely used in the existing literature, e.g., using consistency to characterize 
a mechanism in a house allocation market with existing tenants [56].

To introduce WC, we need some additional concepts and notations. Given an arbitrary compatible market (S, C, ω, �S

, �C , F ), student s ∈ S , whose initial endowment school is c j , is admissible to school ci if ν(μ̃) + χi − χ j ∈ F holds. School 
c ∈ C is active if it has at least one admissible student in S; otherwise, it is inactive. For student s ∈ S , let c∗

s ∈ C denote the 
top-ranked active school of s by �s . For active school c, let s∗

c ∈ S denote the top-ranked admissible student of c by �c . For 
any m-dimensional vector x ∈Zm≥0, let F−x denote the set of remaining vectors after subtracting x from each element in F . 
Formally, F−x = {ν | ν + x ∈ F , ∀i ∈ [m], νi ≥ 0}. Note that if for ν ′ ∈ F , ν ′ − x has a negative element, and then ν ′ − x is not 
included in F−x .

With these concepts and notations, we define the following concept, which is crucial in WC’s definition. First, let us 
introduce a concept called the Mutually Best (MB) group. In an MB group, each student is top-ranked by a school in the 
group, and vice versa. Formally, it is defined as follows.

Definition 14 (Mutually Best (MB) group). In compatible market (S, C, ω, �S , �C , F ), (S∗, C∗), where S∗ ⊆ S and C∗ ⊆ C , is a 
mutually best group if ∀c ∈ C∗, ∃s ∈ S∗ , such that c = c∗

s , and ∀s ∈ S∗, ∃c ∈ C∗ , such that s = s∗
c hold.

Note that |S∗| = |C∗| since each student has only one top choice, as does each school. Therefore, a bijection exists from 
S∗ to C∗ (or from C∗ to S∗). Notice that in a compatible market, more than one MB group can exist, and any union of MB 
groups is also an MB group. An MB group (S∗, C∗) is minimal if there exists no S ′ � S∗ and C ′ � C∗ such that (S ′, C ′) is also 
an MB group.

For a given mutually best group (S∗, C∗), we partition the original market into two compatible markets: MB and residual.
The MB market is defined as (S∗, C∗, ω∗, �̃S∗ , �̃C∗ , F ∗). We assume ω∗(s) = c such that s∗

c = s holds. For each student 
s ∈ S∗ , �̃s is basically identical to �s in the original market, but it is restricted to schools C∗ . Similarly, for each school 
c ∈ C∗ , �̃c is basically identical to �c in the original market, but it is restricted to students in S∗ and places s∗

c = ω∗(c) at 
the top of �̃c . F ∗ contains only one vector x such that x j = 1 if c j ∈ C∗; otherwise x j = 0, for each j ∈ [m]. x is identical to 
the vector of the initial endowment given by ω∗ .

On the other hand, the residual market is defined as (S−∗, C, ω, �S−∗ , �̃C , F−x). In this market, S−∗ = S \ S∗ , ω is the 
same as the original market. Her preference is identical to �s in the original market. For each school c ∈ C , �̃c is basically 
identical to �c in the original market, but it is restricted to the students in S−∗ . F−x is the set of vectors obtained by 
subtracting the only feasible vector x in the MB market from each element of F .

Now we are ready to define WC. Intuitively, WC means that if we partition the original market into MB and residual 
markets and apply the mechanism separately in these partitioned markets, each student is assigned to the same school in 
the original and partitioned markets.

Definition 15 (Weak consistency (WC)). Let (S∗, C∗) be an MB group in a compatible market. Let μ, μ∗ , and μ−∗ respectively 
denote the matchings obtained by running mechanism ϕ in the original, MB, and residual markets. Mechanism ϕ satisfies 
weak consistency if μ = μ∗ ∪ μ−∗ holds.

Theorem 10. TTC-M is WC in any compatible market.
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Proof. To make the proof concise, we introduce a slightly modified version of TTC-M, in which we choose exactly one cycle 
in each round and each student in that cycle is assigned to the school to which she is pointing, and the students in the 
other cycles remain in the market. Since the way of choosing one cycle from multiple candidates is arbitrary, each round in 
the original TTC-M might be divided into several rounds in the modified TTC-M. It is clear that this modified TTC-M outputs 
the same matching as the original TTC-M.

We show that for any MB group (S∗, C∗), the original TTC-M satisfies WC. First, we illustrate that the original TTC-
M outputs an identical matching for S−∗ in both the residual market (in which S−∗ denotes all the students) and the 
original market. Assume that (S∗, C∗) consists of k (k ∈ Z>0, i.e., positive integer) minimal MB groups. Observe that for 
each minimal MB group, a cycle exists that is formed in the first round of the original TTC-M. Then we can find one 
instance of the modified TTC-M, in which the cycles formed in the first k cycles exactly correspond to these k minimal MB 
groups. Based on how we construct the residual market and the procedure of the modified TTC-M, the matching obtained in 
the residual market and the matching for S−∗ in the original market (by the modified TTC-M) must be identical. Since both 
the modified and the original TTC-M obtain an identical matching, the original TTC-M also outputs an identical matching 
for S−∗ in both the residual and original markets.

Next we show that TTC-M outputs an identical matching for S∗ in both the MB and original markets. In the MB market, 
the top-ranked active school (resp. admissible student) of each student (resp. each school) is consistent to that in the original 
market. Therefore, in both the MB and original markets, S∗ and C∗ form identical cycles, and each s ∈ S∗ is matched to c∗

s
in both markets.

Thus, TTC-M satisfies WC. �
Theorem 11. In compatible markets, if a mechanism satisfies SP, PE, and WC, it obtains identical matching as TTC-M.

Proof. The proof is developed based on a modified TTC-M (simply called TTC-M below) used in the proof of Theorem 10. 
We assume that mechanism ϕ satisfies SP, PE, and WC. First we prove that in the MB market, which is constructed by the 
students and the schools in the first cycle (round) of TTC-M, ϕ outputs identical matching as TTC-M. Then we can apply 
similar arguments to the residual market, i.e., proving the above claim in the MB market, which consists of the students and 
the schools in the first cycle of TTC-M in the above residual market. By repeating this process, the proof can be completed.

Let (S∗, C∗) denote the (minimal) MB group, such that it forms the cycle in the first round of TTC-M in the original 
market. Additionally, let μ denote the matching obtained by TTC-M in the original market. Note that for any s ∈ S∗ , μ(s) =
c∗

s , i.e., each student in the MB group is assigned to her top-ranked active school. Let μ′ ⊆ μ denote {(s, c) | s ∈ S∗, (s, c) ∈
μ}.

Since in the MB market, the only feasible vector is x, where x j = 1, if c j ∈ C∗ , otherwise x j = 0, for each j ∈ [m]. Since 
ν(μ′) = x holds, μ′ is school-feasible. Furthermore, by the assumption that ϕ is PE, in the MB market, ϕ must output μ′
since it is the unique PE matching in the MB market.

Next we consider the residual market, which is constructed after removing the above MB market of (S∗, C∗). Let (S∗
1, C

∗
1)

be a (minimal) MB group of the residual market, such that (S∗
1, C∗

1) forms the cycle in the first round of TTC-M in the 
residual market. Then we can apply a similar argument to the MB market, which consists of (S∗

1, C∗
1), and show that ϕ

outputs {(s, c) | s ∈ S∗
1, (s, c) ∈ μ}.

We repeat the process and conclude that in each MB group, ϕ outputs consistent matching as μ. By WC, in the original 
market, ϕ outputs μ, which is identical to the matching obtained by TTC-M. �

Note that we do not require that ϕ satisfies IR since it is automatically satisfied if WC is satisfied in a compatible market. 
Also, note that we do not explicitly use SP. Due to the well-known revelation principle [57], even if mechanism ϕ is not SP, 
as long as PE and WC are satisfied in a dominant strategy equilibrium, we can still show the equivalence with TTC-M.

6. Deferred Acceptance based mechanisms

In this section, we study DA-based mechanisms. First we describe a simple extension of DA called the Artificial Cap 
Deferred Acceptance (ACDA) mechanism. Then we introduce our second main mechanism called DA based on Ranks (DA-R).

6.1. Artificial Cap Deferred Acceptance

In this subsection, we introduce Artificial Cap Deferred Acceptance (ACDA). Its idea is used in the Japan Residency Match-
ing Program (JRMP) [6]. ACDA fixes the maximum quotas of each school/hospital such that the distributional constraints are 
automatically satisfied.

For each school c, we set artificial maximum quota qc to |μ̃(c)|, i.e., the number of its initial endowment students. 
Therefore, the distribution vector of output matching by ACDA is ν(μ̃), which must be school-feasible. The preference of 
each school, �c , is modified as �̃c such that each of its initial endowment students is preferred over any students in S \μ̃(c). 
More specifically, for each school c, for each pair of students s and s′ , s�̃c s′ holds if one of the following conditions holds:

1. ω(s) = c and ω(s′) �= c,
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Mechanism 2 Deferred Acceptance (DA).
Step 1: Each student s applies to her favorite school according to �s from which she has not yet been rejected.
Step 2: Each school c provisionally accepts students applying to it up to its maximum quota based on �̃c ; the rest of the students are rejected.
Step 3: If no student is rejected, then return the current assignment as a final matching. Otherwise, go to Step 1.

2. s �c s′ and ω(s′) �= c, ω(s′) �= c, or
3. s �c s′ and ω(s′) = ω(s′) = c.

The mechanism performs the standard DA procedure (Mechanism 2) using (�̃c)c∈C and (qc)c∈C . We show an example to 
illustrate how ACDA works.

Example 6. Consider the following market:

• S = {s1, s2, s3, s4}
• C = {c1, c2, c3}
• ω(s1) = c1, ω(s2) = ω(s3) = c2, ω(s4) = c3

• �S and �̃C are given as follows:

s1 : c2 �s1 c3 �s1 c1
s2, s3, s4 : c1 �s c2 �s c3

c1 : s1�̃c1 s2�̃c1 s4�̃c1 s3
c2 : s2�̃c2 s3�̃c2 s4�̃c2 s1
c3 : s4�̃c3 s1�̃c3 s2�̃c3 s3

• The set of feasible vectors F is given as follows:

F =
⎧⎨⎩ν ∈Z3

≥0

∣∣∣∣∣∣
∑

i∈[3] νi = 4,

0 ≤ ν1, ν2 ≤ 3,

1 ≤ ν3 ≤ 4.

⎫⎬⎭
Set F represents a situation where at least one student must be assigned to c3. Since ACDA sets artificial maximum quotas 
according to the initial endowment ω, quotas q1, q2, and q3 are set to 1, 2, and 1, respectively.

Each student applies to her favorite school, specifically, s2, s3, and s4 apply to c1, and s1 applies to c2. Since three 
students are applying to c1, which exceeds maximum quota qc1 = 1, c1 accepts s2, who is more preferred according to �̃c1 , 
and rejects s3 and s4. Similarly, c2 accepts s1. Students who were rejected in the previous step, s3 and s4, apply to c2. Then 
three students, s1, s3, and s4, apply to c2, which exceeds maximum quota qc2 = 2. Hence, c2 accepts s3 and s4 and rejects 
s1. Finally, s1 applies to c3 and is accepted. All students are accepted, and the mechanism terminates.

The following is the obtained matching:(
c1 c2 c3

{s2} {s3, s4} {s1}
)

.

We show ACDA satisfies several fundamental desiderata although it can be excessively inefficient.

Theorem 12. ACDA is feasible, IR, NIE-fair, and SP, but is not NW-R.

Proof. Since qc = |μ̃| and �̃c is constructed such that each initial endowment student is preferred more than any non-
initial endowment student, for any S ′ ⊆ S , student s, who is an initial endowment student of c, is within top qc students 
according to �̃c . This means that s is never rejected from c in ACDA if she applies to it. Thus ACDA satisfies IR.

Furthermore, DA satisfies fairness according to the given schools’ preferences �̃C [7]; if s prefers c over her assigned 
school, then each student s′ assigned to c is more preferred than s according to �̃c . This means that either s′ �c s or 
ω(s′) = c holds. Thus, ACDA satisfies NIE-fairness.

Since DA is SP [58,59], and the artificial maximum quotas are determined independently from the students’ preferences, 
ACDA is also SP. Furthermore, since DA is feasible for given maximum quotas [7], ACDA is feasible.

We show that ACDA fails to satisfy NW-R by Example 4. It is clear that �̃C is consistent with �C in this example. Since 
ν(μ̃) = (2, 1, 0), the artificial cap of ACDA is (2, 1, 0). Then each student applies to her favorite school, that is, s1 and s3

apply to c1, and s2 applies to c3. However, since (2, 0, 1) violates the artificial cap, s2 is rejected by c3 and then applies to 
c2. The following matching is obtained:(

c1 c2 c3
{s1, s3} {s2} ∅

)
.

In the matching, student s2 claims an empty seat in c3 based on ranks since rank((s2, c3)) = 1 < rank((s2, c2)) = 2. Thus, 
ACDA fails to satisfy NW-R. �
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Mechanism 3 Deferred Acceptance based on Ranks (DA-R).
Initialize μ ← ∅, μ′ ← ∅, Re ← ∅.
Step 1: μ ← ChS (M \ Re), μ′ ← ChC (μ).
Step 2: If μ = μ′ , then return μ. Otherwise, Re ← Re ∪ (μ \ μ′), and go to Step 1.

6.2. Deferred Acceptance mechanism based on Ranks

In this subsection, we introduce the Deferred Acceptance mechanism based on Ranks (DA-R) and describe its properties. 
Kojima et al. [1] presented a very general, abstract class of mechanisms, which works for any M-convex constraints, called 
Generalized DA (GDA). That class of mechanisms exploits choice functions for students (ChS ) and schools (ChC ). Any GDA 
instance is guaranteed to satisfy SP. DA-R is one particular, concrete instance that belongs to this class. We construct DA-R 
such that it also satisfies IR.

Definition 16 (Choice function for students). For each student s, let Chs denote her choice function, which is defined as follows. 
Given μ ⊆ M, let μ̂s denote {(s, c) ∈ μs | c �s ω(s)}. Then Chs(μ) returns {x} such that x ∈ μ̂s and x is the most preferred 
contract in μ̂s for s. The choice function of all students ChS is defined as: ChS (μ) = ⋃

s∈S Chs(μ).

Definition 17 (Choice function for schools). Given μ ⊆ M, the choice function of the schools returns set of contracts ChC (μ), 
which is defined as:

ChC (μ) = arg max
μ′⊆μ

f (μ′).

Here f : 2M →R ∪{−∞} is an evaluation function that aggregates the school preferences and distributional constraints. 
We assume f is unique-selecting; i.e., for all μ ⊆ M, a unique subset μ′ ⊆ μ exists that maximizes f (μ′).

Based on these choice functions, DA-R is defined by Mechanism 3. Here Re represents a set of contracts proposed by 
the students and rejected by the schools in previous steps. Students are not allowed to propose a contract in Re, which 
is initially empty. Each student chooses her most preferred contract in M \ Re. Here μ represents the set of contracts 
proposed by students. Then schools choose subset μ′ from μ by ChC . If no contract is rejected, the mechanism terminates. 
Otherwise, the rejected contracts are added to Re, and the mechanism repeats the same procedure.

Kojima et al. [1] concluded that if f satisfies a property called M�-concavity, then GDA satisfies several desirable prop-
erties. Furthermore, they showed several methods for constructing f that satisfies M�-concavity. In this paper, we follow 
one of them: divide f into two parts, f̂ and f̃ , such that f is expressed as f = f̂ + f̃ . f̂ represents hard distributional 
constraints, and f̃ is concerned with soft constraints that reflect the schools’ preferences.

Kojima et al. [1] also showed the following result.

Lemma 7 (Condition 1, [1]). f satisfies M�-concavity,10 if (i) ̂ f is defined based on an M�-convex set [19], and (ii) each contract x is 
associated with value v(x), and ̃ f (μ) is defined as 

∑
x∈μ v(x).

First, we show how f̂ is defined. For m-element vectors v and v ′ , we write v ≤ v ′ if for each i ∈ [m], vi ≤ v ′
i holds.

Definition 18 (Hard distributional constraints). Given μ ⊆M, f̂ (μ) is defined as:

f̂ (μ) =
{

0 if ν ∈ F exists such that ν(μ) ≤ ν holds,
−∞ otherwise.

Intuitively, f̂ (μ) = 0 holds when ν ∈ F exists such that ν(μ) is smaller than or equal to ν by element-wise comparison. 
The set {ν ′ | ∃ν ∈ F s.t. ν ′ ≤ ν} becomes an M�-convex set when F is an M-convex set. Thus, f̂ (·) satisfies requirement (i).

Next we show how f̃ is defined such that it satisfies condition (ii), i.e., it is represented as a sum of contract values.

Definition 19 (Schools’ preference). Given μ ⊆M, f̃ (μ) is defined as:

f̃ (μ) =
∑
x∈μ

v(x).

10 These conditions correspond to Condition 1 in Kojima et al. [1], which requires that the family of feasible matchings constitute a mathematical structure 
called matroid. In our setting, distributional constraints are defined on distributional vectors. This requirement is satisfied when the family of feasible 
distributional vectors constitutes an M�-convex set.
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Procedure 1 Procedure for calculating ChC (μ).
Initialize μ′ ← ∅.
Step 1: Remove x from μ such that v(x) is the largest.
Step 2: If ̂ f (μ′ ∪ {x}) = 0, then add x to μ′ .
Step 3: If μ is empty, then return μ′ . Otherwise, go to Step 1.

Here v :M → (0, ∞) is a function that gives the value of each contract:

Definition 20 (Contract value function). For contract (si, c j), its value v((si, c j)) is defined as:

v((si, c j)) = C1(n − rank((si, c j))) + C2(m − j) + (n − i).

Here C1, C2 are constants that satisfy C1 � C2 � n, and rank((si, c j)) is the ranking of student si by school c j (Defini-
tion 7). From this definition, it is easy to show that v satisfies the following properties:

1. For two contracts, (s, c) and (s′, c′), such that rank((s, c)) < rank((s′, c′)), v((s, c)) > v((s′, c′)) holds.
2. For two contracts, (s, c j) and (s′, ck), such that rank((s, c j)) = rank((s′, ck)) and j < k, v((s, c j)) > v((s′, ck)) holds.
3. For two contracts, (si, c) and (sk, c), where rank((si, c)) = rank((sk, c)) and i < k, v(si, c) > v(sk, c) holds.

The first property denotes that a higher-ranked contract is more valuable. In particular, a contract corresponding to an 
initial endowment is more valuable than any non-initial endowment contracts. The second property is used for tie-breaking 
among contracts with the same ranking by different schools. The third property guarantees that, for any pair of contracts 
x and x′ , x �= x′ implies v(x) �= v(x′). More specifically, rank((si, c)) = rank((sk, c)) holds only if ω(si) = ω(sk) = c holds, i.e., 
both si and sk are c’s initial endowment students. Neither contract is ever rejected; their relative ordering does not affect 
the ChC output.

When f̂ and f̃ are defined in this way, a greedy procedure (Procedure 1) obtains μ′ ⊆ μ that maximizes f (μ′), i.e., ChC

can be calculated efficiently [1].
We show the execution of DA-R with Example 7.

Example 7. We consider the same instance as in Example 6. First, each student chooses her favorite acceptable con-
tract. Thus, μ = {(s1, c2), (s2, c1), (s3, c1), (s4, c1)}. Based on Procedure 1, (s2, c1), (s4, c1), and (s1, c2) are added to μ′ . 
Next (s3, c1) is selected, but no ν ∈ F exists such that (3, 1, 0) ≤ ν holds. Thus, (s3, c1) is not included in μ′ . Then 
μ′ = {(s1, c2), (s2, c1), (s4, c1)}, and μ \ μ′ = {(s3, c1)} is rejected.

Student s3 next chooses her second favorite contract (s3, c2), and other students choose the same schools as be-
fore. Thus μ = {(s1, c2), (s2, c1), (s3, c2), (s4, c1)}. Based on Procedure 1, (s3, c2), (s2, c1), and (s4, c1) are added to μ′ . 
Next (s1, c2) is selected,11 but no ν ∈ F exists such that (2, 2, 0) ≤ ν holds. Thus, (s1, c2) is not included in μ′ . Then 
μ′ = {(s2, c1), (s3, c2), (s4, c1)}, and μ \ μ′ = {(s1, c2)} is rejected.

Finally, s1 chooses her second favorite contract (s1, c3). Thus, μ = {(s1, c3), (s2, c2), (s3, c2), (s4, c1)}. f̂ (μ) = 0 since 
ν(μ) = (2, 1, 1) ∈ F . No contract is rejected, and the mechanism terminates.

The following is the obtained matching:(
c1 c2 c3

{s2, s4} {s3} {s1}
)

.

It satisfies IR and NIE-fairness.

ACDA is a special case of DA-R, if the set of feasible vectors F is artificially restricted to {ν(μ̃)}, i.e., it contains exactly 
one vector that is identical to the distribution vector of the initial endowment. We can see that ACDA is much less flexible 
than DA-R.

Next we describe the theoretical properties of DA-R.

Theorem 13. DA-R is feasible, SP, and NIE-fair.

Proof. Since DA-R follows conditions (i) and (ii) in Lemma 7, it is guaranteed to be school-feasible and SP. Next we show 
that DA-R is IR, which (with school-feasibility) leads to DA-R also being feasible. Observe that student s is never rejected by 
her initial endowment school ω(s) because, for any μ and initial endowment μ̃, and two contracts x ∈ μ ∩ μ̃ and x′ ∈ μ \ μ̃, 
v(x) > v(x′) holds. Thus, all the contracts in μ ∩ μ̃ are chosen before any contract in μ \ μ̃. Furthermore, f̂ (μ ∩ μ̃) = 0
since ν(μ̃) ∈ F holds. Hence, DA-R satisfies IR.

11 Here rank((s1, c2)) = rank((s4, c1)) = 2. v((s1, c2)) < v((s4, c1)) is derived by the second property of v .
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We next show that DA-R is NIE-fair. Assume that student s prefers c over her assigned school, then for each student s′
assigned to c, v((s′, c)) > v((s, c)) holds. This means that either s′ is c’s initial endowment student or s′ �c s holds. �
Theorem 14. DA-R is NW-R.

Proof. Kojima et al. [1] showed that DA-R satisfies a property called Hatfield-Milgrom (HM)-stability. This property means 
that for matching μ obtained by DA-R, μ = ChC (μ) = ChS (μ) holds, and no contract (s, c′) ∈ M \ μ exists such that 
(s, c′) ∈ ChC (μ ∪ {(s, c′)}) and (s, c′) ∈ ChS (μ ∪ {(s, c′)}) hold.

Toward a contradiction, we assume for matching μ obtained by DA-R, s claims an empty seat in c′ based on ranks, i.e., 
(s, c) ∈ μ, (s, c′) ∈M \μ, c′ �s c and rank((s, c′)) < rank((s, c)) holds. Furthermore, (μ \ {(s, c)}) ∪ {(s, c′)} is school-feasible.

Since c′ �s c, it is clear that (s, c′) ∈ ChS (μ ∪ {(s, c′)}) holds. Let us next examine ChC (μ ∪ {(s, c′)}). In Procedure 1, since 
rank((s, c′)) < rank((s, c)), v((s, c′)) > v((s, c)) holds. Thus, (s, c′) is selected before (s, c). Since μ is feasible, all contracts 
selected before (s, c′) are added to μ′ . Since (μ \ {(s, c)}) ∪ {(s, c′)} is school-feasible, its subset μ′ ∪ {(s, c′)} is also school-
feasible. Thus, (s, c) ∈ ChC (μ ∪ {(s, c′)}) holds, violating the fact that DA-R is HM-stable. �

Note that DA-R fails to satisfy NW (or PE), since it is NIE-fair, and NIE-fairness is incompatible with NW as Example 1
shows.

Next we show that DA-R does not satisfy GSP, and the obtained matching is not in the weak core by the following 
example.

Example 8. We use the same instance as in Example 5. Notice that in this example, �̃C is identical to �C . First, each 
student chooses her favorite acceptable contract. Thus, μ = {(s1, c2), (s2, c2), (s3, c3)}. Based on Procedure 1, (s1, c2) and 
(s3, c3) are added to μ′ . Next (s2, c2) is selected, but no ν ∈ F exists such that (0, 2, 1) ≤ ν holds. The schools choose 
μ′ = {(s1, c2), (s3, c1)}, and μ \ μ′ = {(s2, c2)} is rejected.

Student s2 next chooses her second favorite contract (s2, c3), and the other students choose the same schools as before. 
Thus, μ = {(s1, c2), (s2, c3), (s3, c3)}. By Procedure 1, (s2, c3) and (s1, c2) are added to μ′ . Next (s3, c3) is selected, but no 
ν ∈ F exists such that (0, 1, 2) ≤ ν holds. The schools choose μ′ = {(s1, c2), (s2, c3)}, and μ \ μ′ = {(s3, c3)} is rejected.

Student s3 next chooses her second favorite contract (s3, c2), and the other students keep their previous choices. Thus, 
μ = {(s1, c2), (s3, c2), (s2, c3)}. Based on Procedure 1, (s3, c2) and (s2, c3) are added to μ′ . Next (s1, c2) is selected, but no 
ν ∈ F exists such that (0, 2, 1) ≤ ν holds. The schools choose μ′ = {(s2, c3), (s3, c2)}, and μ \ μ′ = {(s1, c2)} is rejected.

Finally, s1 chooses her second favorite contract (s1, c1). Thus, μ = {(s1, c1), (s3, c2), (s2, c3)}. f̂ (μ) = 0 since ν(μ) =
(1, 1, 1) ∈ F . No contract is rejected, and the mechanism terminates. The obtained matching is identical to the initial en-
dowment matching μ̃ described as follows:(

c1 c2 c3
{s1} {s3} {s2}

)
.

We assume s1 misreports her preference as c1 �s1 c2 �s1 c3, and s2 and s3 report their true preferences. Then DA-R obtains 
the following PE matching:(

c1 c2 c3
{s1} {s2} {s3}

)
.

This implies that DA-R is not GSP: for S ′ = {s1, s2, s3} and the above manipulation, s1’s assignment is unchanged (she is 
weakly better off), and s2 and s3 are strictly better off. Furthermore, if s2 and s3 exchange their initial endowments, both 
students are strictly better off than μ̃. Hence, the matching obtained by DA-R is not in the weak core. In this example, 
ACDA also obtains μ̃ since F = {ν(μ̃)}. Thus, ACDA fails to satisfy GSP, and the matching obtained by ACDA is not in the 
weak core.

Finally, we discuss DA-R’s time complexity with the following theorem.

Theorem 15. The time complexity of DA-R is O (T ( f ) × |M|2), where T ( f ) denotes the time required to calculate f .

Proof. According to Theorem 12 in a previous work [1], the required stages of DA-R are O (|M|2), and the time complexity 
of DA-R is O (T ( f ) · |M|2). �

Time complexity T ( f ) depends on the complexity of checking whether f̂ (μ′ ∪ {x}) = 0 holds in Step 2 of Procedure 1. 
If it can be done in a constant time, then the time complexity of T ( f ) is O (n log n), since when calculating ChC (μ), μ =
ChS (M \ Re) contains n contracts, and sorting μ based on v requires O (n logn) time.
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Fig. 4. Ratio of students with justified RIE-envy.

7. Experimental evaluation

In this section, we conducted quantitative evaluations with several mechanisms, including TTC-based and DA-based 
mechanisms. In previous sections, we theoretically showed that TTC-M always outputs PE matchings, and DA-R and ACDA 
always yield NIE-fair matchings. Although efficiency and fairness are both desirable properties in matching markets, they 
are incompatible in general. Therefore, we conducted computer simulations to evaluate the degree of efficiency/fairness that 
these mechanisms can achieve in random markets.

In previous sections, we compared the proposed mechanisms: TTC-M, TTC-R, ACDA, and DA-R. As a benchmark, we show 
the performance of another trivial mechanism called Initial, which always returns the initial endowment matching μ̃. We 
evaluated the performance of these mechanisms by comparing several measurements, which can reflect the efficiency or 
the fairness (e.g., the ratios of students who claim empty seats and who have justified RIE-envy) of the matchings obtained 
by these mechanisms.

In the experiments, we used instances with 800 students and 20 schools. Instances were randomly generated in two 
types of markets: A and B. In Market A, each school has individual minimum/maximum quotas: pc = 10 and qc = 80. In 
Market B, distance constraints are implemented, where matching μ is feasible if the Manhattan distance between ν(μ)

and the ideal distribution ν∗ = (40, . . . , 40) is smaller than or equal to 300. As described in Section 3, both constraints can 
be represented as M-convex sets. For ACDA, the artificially restricted maximum quotas of each school is set to 40 in both 
markets.

In all instances, the student preferences are generated by the Mallows model [60–63], where strict preference �s of 
student s is drawn with probability Pr(�s):

Pr(�s) = exp(−θ · d(�s, �̂s))∑
�′

s
exp(−θ · d(�′

s, �̂s))
,

where θ ∈R is a spread parameter, �̂s is the central preference (randomly drawn from all possible preferences by uniform 
distribution), and d(�s, �̂s) denotes the Kendall tau distance, which is the number of pairwise inversions between �s and 
�̂s . When θ = 0, the Mallows model is equivalent to a uniform distribution. As θ increases, all student preferences quickly 
converge to the degenerate distribution with the only preference �̂s .

In each of the following evaluations, we randomly constructed 100 instances for each parameter setting and compared 
the average performances of the five mechanisms (TTC-R, TTC-M, ACDA, DA-R, and Initial) over 100 instances except for 
Figure 8, which plots for each problem instance.

7.1. Evaluation of fairness

To evaluate the degree of fairness, we examined the ratio of students who have justified RIE-envy in the matchings 
obtained by the mechanisms. Since the DA-based mechanisms (i.e., ACDA and DA-R) as well as Initial are NIE-fair, it is 
guaranteed that the ratio of students with justified RIE-envy is zero. Thus, we only show the results of TTC-R and TTC-M. 
Figure 4 shows the average ratio of students with justified RIE-envy with varying spread parameter θ for the students’ 
preferences. Recall that when θ = 0, the students’ preferences are random, and as θ increases, they quickly become similar. 
Thus, as θ increases, the competition among students deepens, and fewer students can be allocated to their first (or second) 
choice schools. Since TTC-based mechanisms do not use schools’ preferences, more students have justified RIE-envy. In 
both Markets A and B, under each θ setting, the ratio of TTC-M is smaller than that of TTC-R, which implies that TTC-M 
outperforms TTC-R in terms of fairness. This is because TTC-M is more flexible than TTC-R, where the number of students 
allocated to each school is fixed.
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Fig. 5. Ratios of students claiming empty seats.

Fig. 6. Average Borda scores of students.

7.2. Evaluation of efficiency

To compare the efficiency of the mechanisms, we measured the ratio of students who claim empty seats, the Borda 
scores, and the Cumulative Distribution Function (CDF).

Figure 5 shows the average ratios of students who claim empty seats with varying θ . Since TTC-M is PE, it is also NW, 
i.e., no student claims an empty seat. Thus, we compared four mechanisms: TTC-R, DA-R, ACDA, and Initial. In terms of 
the ratio of students who claim empty seats, these mechanisms are ranked from lowest/best to highest/worst as follows: 
DA-R, TTC-R, ACDA, and Initial. That is, a more flexible mechanism performs better in terms of NW. Similar to Figure 4, as 
θ increases, the competition among students becomes more severe, and more students claim empty seats, except for Initial.

Next we evaluated the students’ welfare by the average Borda scores. More specifically, if a student is matched to her 
i-th choice school, her score is given as m − i + 1. Thus, if all the students are matched to their first choice of school, the 
average Borda score is m = 20. The higher the Borda score is, the more efficient the mechanism is.

Figure 6 shows the average Borda scores of all the students in five mechanisms with varying θ . In terms of the average 
Borda scores, these mechanisms are ranked from largest/best to smallest/worst as follows: TTC-M, DA-R, TTC-R, ACDA, and 
Initial. This result implies that a more flexible mechanism performs better in terms of students’ welfare. ACDA/TTC-R is 
equivalent to DA-R/TTC-M when F is restricted to one feasible distribution vector ν(μ̃), although in TTC-M and DA-R, F
is expanded to fully utilize the flexibility allowed by the given constraints. Similar to Figures 4 and 5, as θ increases, the 
competition among students becomes more severe, and their welfare falls, except for Initial.

Another way to compare students’ welfare is to check the Cumulative Distribution Functions (CDFs) of their school 
rankings. Figure 7 shows the average ratios of the students, who are assigned to their i-th choice or a better school, with 
varying i when θ = 0.3 for the five mechanisms. If the curve of mechanism α is always above that of another mechanism, β , 
we can conclude that mechanism α outperforms β in terms of students’ welfare. Roughly speaking, these mechanisms are 
ranked in terms of CDFs from best to worst as follows: TTC-M, DA-R, TTC-R, ACDA, and Initial. Note that TTC-R is slightly 
better than DA-R for the first and second rankings in both markets. In addition, DA-R is only slightly better than TTC-M 
when i ≥ 7 in Market B. Perhaps in TTC-based mechanisms, the welfare of the students can be slightly uneven; the welfare 
of a student who is ranked higher in the common serial order is better, although the welfare of a student who is ranked 
lower can be rather degraded. Compared to TTC-based mechanisms, DA-R is more balanced.
25



T. Suzuki, A. Tamura, K. Yahiro et al. Artificial Intelligence 315 (2023) 103825
Fig. 7. Cumulative distribution functions when θ = 0.3.

Fig. 8. Trade-off between fairness and efficiency when θ = 0.3.

7.3. Evaluation of trade-off between fairness and efficiency

Finally, to illustrate a trade-off between efficiency and fairness, we plotted the results of the obtained matchings for each 
problem instance in a two-dimensional space in Figure 8, where the x-axis denotes the average student Borda score (which 
is a measurement of efficiency/students’ welfare), and the y-axis denotes the ratio of students without justified RIE-envy 
(which is positively correlated to fairness). Thus, the points located northeast are preferable. Since Initial, ACDA, and DA-R 
are NIE-fair mechanisms, their ratios are 1. In terms of efficiency, DA-R is clearly optimal in both markets among these 
three. On the other hand, TTC-R is dominated by TTC-M. Therefore, among these five mechanisms, TTC-M and DA-R are 
clear winners in terms of these two criteria. TTC-M is the best choice for efficiency; DA-R is the best choice when we 
emphasize fairness.

8. Conclusion

We investigated an allocation problem of multiple types of objects to agents, where each type of object has multiple 
copies, each agent is endowed with an object, and some distributional constraints are imposed on the allocation. A repre-
sentative application domain of this setting is the school choice problem, in which each student has the right to attend her 
nearby school (and transfers to another school only if she prefers it over her default school), although some distributional 
constraints, such as minimum/maximum quotas in regions, must be satisfied for schools to operate. We developed two 
mechanisms that are feasible and SP when distributional constraints are represented as an M-convex set. One mechanism, 
called TTC-M, satisfies PE, and the other, called DA-R, satisfies NIE-fairness. We experimentally evaluated the performance 
of these mechanisms in terms of the trade-off between fairness and efficiency by computer simulation.

Our future works include developing mechanisms that can work for a class of constraints that is broader than M-convex 
sets (with weaker efficiency/fairness conditions).
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